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Figure 1: The overview of our proposed COPPER.
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Figure 2: Main results (added Multi-Retroformer baseline).
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Figure 3: Effectiveness of shared reflector
on GSM8K and Checkmate in One Move.
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Figure 4: Main results
on ALFWorld.
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(a) Performance of COPPER against other baselines.
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(b) Comparison between SFT and RLHF.

Figure 5: Main results under non-profile setting.
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(a) Performance of COPPER against other baselines.
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(b) Comparison between SFT and RLHF.

Figure 6: Main results without other agents’ trajectories.

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Trial Number

15
20
25
30
35
40
45
50

Su
cc

es
s r

at
e(

%
)

HotPotQA
ReAct
Reflexion (GPT-3.5)
Reflexion (LongChat)
COPPER

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Trial Number

80
82
84
86
88
90
92
94

Su
cc

es
s r

at
e(

%
)

GSM8K
CoT
Reflexion (GPT-3.5)
Reflexion (LongChat)
COPPER

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Trial Number

20
22
24
26
28
30
32
34
36
38
40

Su
cc

es
s r

at
e(

%
)

Checkmate in One Move
CoT
Reflexion (GPT-3.5)
Reflexion (LongChat)
COPPER

(a) Performance of COPPER against other baselines.
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(b) Comparison between SFT and RLHF.

Figure 7: Main results when predicting other agents’ information with a proxy model.

Table 1: Statistics of training data generated by original LongChat. We show the total data volume on the left, the number of positive
examples on the middle, and the number of negative examples on the right side.

Dataset
Episode Difference Reward Counterfactual Reward

all agent_0 agent_1 agent_2 all agent_0 agent_1 agent_2
HotPotQA 8714/1946/1240 4357/973/620 4357/973/620 -/-/- 8714/2137/1330 4357/1065/686 4357/1072/644 -/-/-
GSM8K 3147/852/0 1049/284/0 1049/284/0 1049/284/0 3147/871/417 1049/138/145 1049/128/131 1049/132/141

Checkmate. 17466/906/0 5822/302/0 5822/302/0 5822/302/0 17466/682/461 5822/234/165 5822/223/137 5822/228/159

Table 2: Statistics of training data generated by LongChat fine-tuned with SFT. We show the total data volume on the left, the number
of positive examples on the middle, and the number of negative examples on the right side.

Dataset
Episode Difference Reward Counterfactual Reward

all agent_0 agent_1 agent_2 all agent_0 agent_1 agent_2
HotPotQA 8822/2218/1410 4411/1109/705 4411/1109/705 -/-/- 8822/1679/1985 4411/855/1027 4411/824/958 -/-/-
GSM8K 3204/789/0 1068/263/0 1068/263/0 1068/263/0 3204/384/409 1068/129/143 1068/128/132 1068/127/134

Checkmate. 17892/591/0 5964/197/0 5964/197/0 5964/197/0 17892/412/444 5964/138/147 5965/138/169 5966/136/128

Let's break down Jed's card collection process.\n\nEvery week, Jed gains 6 cards = 6 - 2 = 4 net gain of cards.\nAfter x weeks, Jed will have 20 + 4x 

cards.\n\nWe want to find when he will have a total of 40 cards, so we set up the equation:\n20 + 4x = 40\n4x = 20\nx = 5\n\nTherefore, after 5 weeks, 

Jed will have a total of 40 cards. \n\\boxed{5}

Sure, let's break it down:\n\n- Jed starts with 20 cards.\n- Every week, he gets 6 cards. So after \\( x \\) weeks, he will have \\( 20 + 6x \\) cards.\n- 

But every two weeks, he gives 2 cards away. So after every two weeks, he effectively only gets 4 extra cards (6 cards gained minus 2 cards given 

away).\n- Therefore, after \\( \\frac{x}{2} \\) two-week periods, he will have \\( 20 + 4(\\frac{x}{2}) = 20 + 2x \\) cards.\n\nNow, we want to find out after 

how many weeks he will have a total of 40 cards:\n\n\\[ 20 + 6x + 2x = 40 \\]\n\nCombine like terms:\n\n\\[ 8x + 20 = 40 \\]\n\nSubtract 20 from both 

sides:\n\n\\[ 8x = 20 \\]\n\nDivide both sides by 8:\n\n\\[ x = 2.5 \\]\n\nSo after 2.5 weeks, or 5 two-week periods, Jed will have a total of 40 cards. 

However, since the problem asks for the answer in terms of weeks, we can round up to the nearest whole number since it's not possible to have half 

a week:\n\n\\[ \\boxed{3} \\]

Let's break down the problem into smaller parts. \n\nFirst, we know that Jed starts with 20 cards. \n\nEvery week, he gets 6 cards. So after $w$ weeks, 

he will have $20 + 6w$ cards. \n\nEvery two weeks, he gives 2 cards to his friends. So after $w$ weeks, he will have given away $\\lfloor \\frac{w}{2} 

\\rfloor \\cdot 2$ cards. \n\nPutting these two equations together, we can create an equation for the total number of cards Jed has after $w$ weeks.

Absolutely! Let's tackle the problem.\n\nWe know that every week Jed gains 6 cards, but every two weeks he effectively gains 4 cards because he 

gives away 2. So let's write an equation for the total number of cards Jed has after \\( w \\) weeks:\n\n\\[ \\text{Total cards} = 20 + 4w \\]\n\nNow, we 

want to find out when he will have a total of 40 cards:\n\n\\[ 20 + 4w = 40 \\]\n\nSubtract 20 from both sides:\n\n\\[ 4w = 20 \\]\n\nDivide both sides by 

4:\n\n\\[ w = 5 \\]\n\nSo after 5 weeks, Jed will have a total of 40 cards.\n\n\\[ \\boxed{5} \\]

Question: Jed collects stamp cards. Every week, he gets 6 cards. But every two weeks, he gives 2 cards to his friends. If Jed  started with 20 cards, 

after how many weeks will he have a total of 40 cards?

Prior Failed Trial

Reflection of COPPER

In the previous trial, I made a mistake in solving the problem. 

I should have noticed that Jed gives 2 cards to his friends 

every two weeks, which means he loses 2 cards every two 

weeks. I should have used this information to set up an 

equation and solve the problem more accurately.

In the previous trial, I made a mistake in solving the problem 

by not considering the cards given to friends every two 

weeks. I should have considered the cards given away in the 

equation and made sure to include it in my calculations.

In the previous trial, I made a mistake in solving the problem 

by not considering the cards Jed gives away every two weeks. 

I should have taken this into account when setting up the 

equation. To avoid this mistake in the future, I will make sure 

to carefully consider all relevant information and consider any 

constraints when solving problems.

Reflection of GPT-3.5

In future problem-solving, ensure clarity in defining variables 

and steps, while double-checking calculations for accuracy. 

Aim for a comprehensive approach to avoid ambiguity and 

ensure a precise solution.

Focus on considering the net gain and loss of cards in each 

interval rather than solely relying on equations. Break down 

the problem into simpler steps and carefully track the changes 

in card count to arrive at the correct solution efficiently.

To avoid ambiguity, ensure consistent application of 

conditions in the problem and thorough examination of each 

step. Clarify assumptions and validate results meticulously to 

reach a precise solution.

Based on the explanations provided by the other agents, we can see that Jed effectively gains 4 cards every two-week period (6 cards gained minus 

2 cards given away) and not 2 cards. \n\nThe correct equation to represent the total number of cards Jed has after w weeks can be written 

as:\n\n\\[ 20 + 4\\left(\\frac{w}{2}\\right) = 20 + 2w \\]\n\nNow, we set this equal to 40 and solve for w:\n\n\\[ 20 + 2w = 40 \\]\n\\[ 2w = 20 \\]\n\\[ w = 10

Round 1

Round 2

Let's revisit the problem with the information provided by other agents. \n\nJed starts with 20 cards and gains 6 cards every week. However, every 

two weeks, he effectively only gains 4 cards because he gives away 2 cards. So, after \\(w\\) weeks, he will have \\(20 + 4w\\) cards.\n\nSetting up 

the equation to find when he will have a total of 40 cards:\n\n\\[20 + 4w = 40\\]\n\n\\[4w = 20\\]\n\n\\[w = 5\\]\n\nAfter 5 weeks, Jed will have a total of 

40 cards. \n\n\\[\\boxed{5}\\]

Agent_0 Agent_1 Agent_2
Environment

Proxy

Figure 8: Case study on GSM8K dataset.

Looking at the current board state, it seems you have a strong position with your pieces well -developed and your opponent's king exposed. 

\n\nConsidering this, a move to capitalize on the exposed king and the weakened dark squares could be: \n\n29. Qg3#\n\nThis move attacks the 

black king on h4 and threatens immediate checkmate with Qh3#. It also keeps up the pressure on your opponent's position.

In the current chess position, considering the board state and potential threats, the best move to continue your advantage is  29. Re5. This move 

threatens the black bishop on g5 while also preparing to double rooks on the e-file, which can put significant pressure on Black's position.

After carefully analyzing the position, the best move for you would be:\n\n29. Rxe8\n\nThis move threatens Black's rook on c7 and puts additional 

pressure on their position.

Given the current board state and considering the suggestions provided, I still believe that 29. Qg3# is the best move. It ma intains pressure on Black's 

position, capitalizes on the weaknesses in their setup, and threatens immediate checkmate with Qh3#. This move keeps up the p ressure on your 

opponent's position while exploiting the vulnerabilities in their defense.

Question: Here is the current sequence of moves in a chess game: 1. b3 e6 2. Bb2 d5 3. e3 c5 4. Nf3 Nc6 5. Bb5 f6 6. Bxc6+ bxc6 7. Ne5 fxe5 8. 

Qh5+ g6 9. Qxe5 Qf6 10. Qxf6 Nxf6 11. Bxf6 Rg8 12. Bb2 Bg7 13. c3 Bd7 14. d4 cxd4 15. cxd4 Ke7 16. Ba3+ Kf6 17. Nc3 Kf5 18. Na4 e5 19. O-O 

exd4 20. exd4 Bxd4 21. Rac1 Rac8 22. Bc5 Bf6 23. Rfe1 Rc7 24. h3 Rb7 25. g4+ Kg5 26. Be3+ Kh4 27. Kg2 Re8 28. Bf4 Bg5. What is the best chess 

move I should execute next? Give a single move suggestion of the form 29.<XXX> and make sure the chess move is valid in the current board state.

Prior Failed Trial

Reflection of COPPER

In the previous trial, I failed to consider the potential 

weaknesses in my own position. I will now carefully examine 

my own position and consider the potential weaknesses 

before making a move.

In the previous trial, I failed to consider the potential 

weaknesses in my own position. I should have been more 

cautious about the weakened pawn structure and the potential 

for counterplay on the queenside. In the future, I will take more 

time to analyze the potential weaknesses in my own position 

before making a move.

In the previous trial, I failed to consider the potential 

weaknesses in my opponent's position and instead focused 

solely on maintaining pressure. As a result, I missed the 

opportunity to exploit a weakened pawn structure and instead 

allowed my opponent to gain an advantage. In the next round, 

I will carefully examine the position and consider all potential 

weaknesses before making a move.

Reflection of GPT-3.5

In the previous trial, I overlooked the strategic importance of 

maintaining initiative and central control. Next time, I'll prioritize 

these aspects in move selection, ensuring a more proactive 

approach.

In future debates, ensure to consider moves that maintain 

pressure and initiative while disrupting opponent's coordination. 

Integrating varied perspectives can enhance strategic depth.

In future debates, ensure to critically evaluate all candidate 

moves and their consequences, focusing on long-term 

strategic advantages while considering tactical opportunities.

Considering the suggestions from other agents and the current board state, I still believe that the move 29. Qg3# is the most potent continuation. 

This move directly attacks the black king on h4 and threatens an immediate checkmate with Qh3#. It takes advantage of the exposed king and the 

weakened dark squares around it, maintaining pressure on your opponent's position while exploiting their vulnerabilities. So,  executing 29. Qg3# 

seems like the most decisive move to secure your advantage and potentially lead to a favorable outcome.

Round 1

Round 3

Given the current board state and considering the suggestions from other agents, as well as your strategy of reflecting on potential weaknesses, the 

move 29. Re5 seems like a prudent choice. \n\nThis move attacks the black bishop on g5, putting pressure on it and potentially forcing it to retreat. 

Additionally, it prepares to double rooks on the e-file, which can further intensify the pressure on Black's position. \n\nSo, 29. Re5 maintains pressure 

and control of the game, while also exploiting the weaknesses in Black's setup. Agent_0 Agent_1 Agent_2
Environment

Proxy

Given the current board state and considering the suggestions from other agents, as well as your strategy of reflecting on potential weaknesses, the 

best move to continue your advantage is:\n\n29. Qg3#\n\nThis move attacks the black king on h4 and threatens immediate checkmate with Qh3#. It 

also maintains pressure on your opponent's position, capitalizing on the exposed king and weakened dark squares.

Given the current board state and considering the suggestions provided, I believe the move 29. Re5 would be a strong continuation of your position. 

\n\nThis move attacks the black bishop on g5, putting pressure on it and potentially forcing it to retreat. Additionally, it prepares to double rooks on 

the e-file, which can further intensify the pressure on Black's position. \n\nSo, 29. Re5 seems like a prudent choice, keeping up the pressure and 

maintaining control of the game.

Round 2

After reviewing the suggestions from other agents and considering the current board state, a move that maintains pressure on Black's position and 

capitalizes on the weaknesses in their setup would be:\n\n29. Qg3#\n\nThis move attacks the black king on h4 and threatens immediate checkmate 

with Qh3#. It also keeps up the pressure on your opponent's position while exploiting the vulnerabilities in their defense.

Figure 9: Case study on Checkmate in One Move dataset.


