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A  DATASET CATALOG

Table 6: Overview of datasets: Dataset statistics, including language coverage, task types, basic
audio properties, and licensing information.

Languages Tasks Total L (hr) Min L (s) Max L (s) License
Commonvoice (Ardila et al.|[2020) zh, vi, th, id, ta,en  GR, AGE, ASR 22.66 0.58 20.78 MPL 2.0
FLEURS (Conneau et al.|2022) zh, vi, th my.ms, - \qp ST, GR 57.79 3.06 30.00 CC-BY 4.0

lo, km, id, tl
igeeny ‘2333‘:‘{‘)2‘213;]?1}3(})8) ta, my, km GR, ASR 6.33 171 1715 CC-BY-SA4.0
Bloom-Speech (Leong et al.]2022) tl, my, en ASR 0.84 0.47 29.46 CCBY-NC 4.0
Thai Elderly Speech (Lovenia & et al..[2024) th ASR, GR, SpkR 5.66 2.04 27.06 CC-BY-SA 4.0
LOTUS (Chotimongkol et al.,|2009) th ASR 1.22 1.84 29.78 CC-BY-NC-SA 4.0
THAI SER (Lovenia & et al.||2024) th SpkR, GR, ER 6.22 0.60 29.86 CC-BY-SA 4.0

TLoc, TCQ, SQA,

SG Streets (Khassanov et al.,[2019) en ASR. GR 6.55 0.80 59.97 NA
VietMed (Pham et al.,|2023) vi ASR 1.74 2.00 12.00 MIT
VoxVietnam-O (Vu et al..[2025) vi SpkR 243 1.42 29.68 CcC
Bud500 (Pham et al.,|2024) vi ASR 0.71 1.01 5.48 Apache-2.0
Vietnam-Celeb (Pham et al.,[2023) vi GR 2.14 0.84 29.66 CC-BY-4.0
ASR-SMalDuSC (Lovenia & et al.|2024) ms ASR, SpkR, GR 8.51 2.64 29.22 CC BY-NC-ND 4.0
ASR-MALCSC (Magic Data Technologyl[2025) ms ASR 0.74 0.61 18.16 CCBY-NC-ND 4.0
IndoWaveSentiment (Bustamin et al.,|2024) id GR, ER 0.52 3.00 3.80 CC-BY-4.0
EmoTa (Thevakumar et al.][2025) ta SpkR, GR, ER 2.90 1.06 9.79 EACL
SFDUSC (Magic Data Technology|[2023) tl SpkR, GR, ASR 4.86 2.03 21.49 CC BY-NC-ND 4.0
YODAS?2 (Li et al.,2023) en, id, zh, th, vi TLoc, TCQ, SQA 493.12 20.01 180.00 CC-BY 3.0
ESD (Zhou et al.,[2022) en, zh ASR, ER, SpkR 6.56 1.41 10.79 MIT
MB3ED (Zhao et al.]2022) zh ER,GR 0.83 0.12 7.04 CC BY-NC-ND 4.0
MIG (Myanmar Innovative Group2025) my ASR, SpkR 1.50 0.80 21.39 NA
TEC (Thanushs25,2024) ta ER 0.68 2.69 29.86 NA
ASR-SgpCCSC (Magic Data Technology] zh ASR 43.76 0.88 180.00 CC BY-NC-ND 4.0

B DATA PROCESSING AND SYNTHESIS

We provide additional details on data processing and the construction of new datasets from source
materials.

B.1 DATA PROCESSING

Audio and Prompt Standardization: All audio was resampled to 16 kHz for consistency and
model compatibility. We provide parallel prompts in native SEA languages and English to reflect
realistic usage patterns, constructing standardized templates where needed. Prompt examples are
provided in the Appendix [E.

Dataset Sampling: 1. We adopted official test splits when available or sampled 1,000 instances
while preserving identifiers to prevent contamination. 2. For our evaluation set, we further sampled
1,000 instances per dataset using class-balanced sampling for classification tasks, ensuring compu-
tational feasibility while maintaining representativeness.

This standardized processing transforms diverse datasets into a unified, reproducible benchmark
supporting consistent evaluation across models.

B.2 NEwW EVALUATION DATA CONSTRUCTION

SpkR (Speaker Recognition): We constructed datasets by sampling and concatenating pairs of
audio segments, separated by a short beep, drawn either from the same speaker or from different
speakers, to create controlled instances for the speaker verification task. Refer to Table [6] for the
datasets used to synthesize the speaker recognition task.

SQA (Spoken Question Answering): We carefully filtered the YODAS?2 dataset (Xinjian et al.|
2023)) using CTC forced alignment scores between the audio clips and the provided transcriptions
with a log-probability threshold of -1, exact language match between the audio and text transcrip-
tion, as well as profanity and content filtering. Based on the cleaned transcriptions, we generated
question—answer pairs using GPT-4.1 (OpenAl, 2024).

TCQ (Timestamped Content Query): We filtered the YODAS?2 dataset following the same pro-
cedure used for SQA. We then identified utterances whose CTC log-probability exceeded -0.1,
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recording their start and end timestamps. The task was formulated such that models are required
to transcribe utterances occurring between the specified timestamps.

TLoc (Temporal Localization): We adopted the same preprocessing procedure as in TCQ. The task
was formulated such that models are required to predict the start and end timestamps corresponding
to specified utterances.

In all cases, we applied the same standardized audio preprocessing, sample selection, and prompt
construction pipeline, ensuring these synthesized datasets are consistent and compatible with the
broader benchmark.

C DEFINITION OF PROMPT ADVANTAGE SCORE (PAS)

We quantify prompt-language effects with a scale-invariant score capturing both magnitude and
direction. Let ssga and spy denote task scores for SEA language prompt and English prompt,
respectively. For each model M, task T, and language L, define the symmetric relative difference

| SSEA — SEN |
b
|SSEA\2+|SEN\ +e

(D

dvrr =

and aggregate across models within task by the median df 1 = median,s das,7,r. Directionality
is encoded by the model-wise win rate of local prompts wr,;, = Pa(ssea > sen). The task-level
Prompt Advantage Score combines direction and effect size:

PASr 1 = (2(wr,r — 0.5)) - dr.1, (2

so PASt 1, > 0 favors local prompts and PASy ;, < 0 favors English. The language-level score
averages over the tasks covered by L, denoted 7 (L):

1
— PAS7t .. 3)
T(L)] TE;L) o

PAS, =
By construction, |PAS; | measures the strength of prompt sensitivity while sign(PAS;) indicates
the preferred prompt language.

D POSTPROCESSING OF EVALUATION

To ensure fair and consistent evaluation across Southeast Asian languages, we design a unified text
normalization pipeline comprising three sequential stages:

Canonical Form Conversion. Transcripts undergo initial standardization through NFC Unicode
normalization and systematic lowercasing to eliminate encoding inconsistencies and case varia-
tions. Configurable punctuation filtering preserves linguistically meaningful characters (hyphens,
apostrophes) while removing extraneous symbols that could introduce evaluation noise.

Content Filtering and Lexical Standardization. Non-linguistic artifacts including speaker tags,
bracketed annotations, and conversational fillers are systematically removed. Digital content under-
goes targeted normalization, and English contractions receive consistent expansion. For character-
based writing systems, e.g., Chinese and Thai, inter-character spacing is inserted to enable reliable
tokenization.

Language-Specific Enhancement and Validation. We collaborated with native speakers across all
SEA languages to validate and refine normalization heuristics.
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E EVALUATION PROMPT EXAMPLES

Figure 6: Overview of prompt examples: illustrative prompts provided for ASR, ST, SQA, AgeR,
and ER tasks across multiple languages.

Prompt Input Answer
Tasks Language Example Example
Text: Please help me transcribe the speech into text in English. % @ : Activity. Draw a picture of you playing a
[English Speech] sport.
ENG Text: Listen to the speech and provide the text version in @: Angin kencang, hujan batu, pemendakan
Malay. ¥:: [Malay Speech] berlebihan dan kebakaran hutan adalah bentuk
. dan kesan cuaca yang teruk. Begitu juga ribut
g“m"l‘]a"c petir, tornado, semburan air dan siklon.
peecl - . .
Recognition Text: Sila bantu saya transkripsikan ucapan ini ke dalam bentuk ~ @: Angin kencang, hujan batu, pemendakan
teks dalam Bahasa Melayu. %:: [Malay Speech] berlebihan dan kebakaran hutan adalah bentuk
dan kesan cuaca yang teruk. Begitu juga ribut
SEA petir, tornado, semburan air dan siklon.
Text: ﬂﬁmwhunﬂﬂ!ﬁawﬂfjﬂm’l’aﬂ?m’lummmuﬂmﬁ’wﬁz @: fuRaguAamgihau hldggfevshnudhilzy
@< [Thai Speech]
Text: Please help me translate the speech into text in English % @: The television reports that the white smoke
[Malay Speech] seen is from plants.
ENG Text: Recognize the verbal content in the speech and translate it @: The smaller the Rossby number, the less
into text in English. % [Thai Speech] movement the star will have in relation to the
reversal of the Earth's magnetic poles.
Speech Text: 39(5}“%8 :{iom’)ze (75(7? 0'333')333@5 @: Strong winds, heavy rain and sleet, and
Translation 37333')@0?@039[? cogpes|goll ¥ [Burmese Speech] lightning are forms and effects of severe weather
such as thunderstorms, tornadoes, waterspouts,
and cyclones.
SEA . . . 2 . . N e ™. . s . .
Text: Vui long gitp t6i chuyén 161 n6i thanh van ban bang Tieng @ In his writing on the presidential speech,
Anh % [Vietnamese Speech] Oliver Sacks points out how people who are
unable to understand the speech due to brain
damage can still accurately judge its truthfulness.
Text: How many housing units were scheduled to be built in @: Sixteen thousand five hundred housing units.
Bedok under the mentioned plan?
ENG ®:: [English Speech]
Text: What can the playback tab be used for? % [English @: It can be used to play videos or adjust effects.
Spoken Speech]
Question N . i i
Answering Text: Untuk apa sendok diambil dalam proses mengambil air @: Sendok diambil agar bisa merendam semua
sirih merah? %:: [Indonesian Speech] sirih merah.
SEA Text: Vi sao nguoi ndi cam théy budn dau va phai chén gidu ndi @: Vidi qua nhiéu méi tinh qé Vo ma khong ai
budn d6? ¥ [Vietnamese Speech] 0 lai, khién ngudi néi cam thay buon dau va phai
chén gidu ndi budn do.
Text: Can you guess the speaker's age based purely on their voice @ adult (20-59)
characteristics? Choose among these age categories: teens (10-
19), adult (20-59), or senior (60-100). ¥ [English Speech]
ENG - . .
Text: Can you estimate the speaker's age from the audio sample? ~ @: Based on the audio sample, the speaker is
Select an age category: teens (10-19), adult (20-59), or senior (60- likely in the adult (20-50) age category.
100). ¥ [Thai Speech]
Age . . N . . - .
Recognition Text: GUEFME Sl LILDLWITES QSHTesm (R, GL&LD @: QuIAIGWI (20-59)
BUGSS JHM FFTFH QUG QULDENL QULOHIS
%Dlg.. LOM? SUIe|QSUIS) (6 Ui Nfleney
SEA SH0SBEHSLD: QenenGLUIMY (10-19), QUAIGWITY
(20-59), 1606V G CLPGEHITIT (60-100). ¥ [Tamil Speech]
Text: nndvsosdyn quinhidiaogluinegrionguoigla? nyandonuilangueny @: #ngj (20-59)
an: Jogu (10-19), flng (20-59), fgeeng (60-100) ¥ [Thai Speech]
Text: Based on the speaker's speech patterns, what do you think @ The speaker's speech suggesting they might
they are feeling? % [English Speech] be feeling neutral.
ENG - . . . ”
Text: Can you identify or describe any emotions or feelings @: happy
expressed by the speaker? Answer only using one sentence. Do
not explain. ¥ [Tamil Speech]
Emotion . PR v a4 vs dy v 2y 0 o, v v - . o .
Recognition Text: quamw SLERUERLE LR LE L L n1dn3ehi? nan @ fyauaaannuidnngania hinels nazersualpuifionedi
aoufulse TeaReainiu wesuarindy Juuse
@ [Thai Speech]
SEA @: Emosi yang ditunjukkan adalah kepuasan.

Text: Apa interpretasi Anda terhadap emosi yang ditunjukkan
dari petunjuk emosional yang ada dalam audio? Berikan jawaban
satu kalimat tentang emosi tersebut. Jangan berikan alasan. %
[Indonesian Speech]
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Figure 7: Overview of prompt examples: illustrative prompts provided for GR, SpkR, TCQ, and
TLoc tasks across multiple languages.

Task Prompt Input Answer
asks Language Example Example
Text: Can you identify the speaker's gender based on the audio @: male.
(Male or Female)? % [English Speech]
ENG .
Text: From the audio, can you guess the speaker's gender (Male @: female.
or Female)? % [Thai Speech]
Gender Text: Y lq.CUITENEU Silq LILIEHL WITEE Q&Mesar(h @ oy,6501.
Recognition Gu&Lb BLIfl6ST LITeOl6TTS6mS (6801 31606V CILIGTIT)
SIEOL_LLITEILD SIT6UuT (LPlg U|LOM? ¥:: [Tamil Speech]
SEA - . .
Text: Dapatkah Anda membedakan jenis kelamin pembicara @ Laki-laki.
berdasarkan audio ini (Laki-laki atau Perempuan)? %
[Indonesian Speech]
Text: A beep sound is placed between the two audio segments. Is  @: Yes, the speakers are the same.
there a match between the identity of the speakers in the two
ENG recordings? % [English Speech]
Text: A short beep marks the break between the two audio clips. @ No, the speakers are different.
Do you think both clips feature the same speaker? %:: [Burmese
Speaker Speech]
Recognition Text: Bunyi beep diletakkan di antara dua segmen audio. Adakah ~ @¥: Tidak, pembesar suara berbeza.
terdapat padanan identiti penutur dalam kedua-dua rakaman ini?
SEA % [Malay Speech]
Text: Hai doan 4m thanh dugc cung chp duoc ngin cach bdi mot @ Khong, loa thi khac nhau.
tiéng bip. Li¢u ngudi ndi trong hai doan am thanh nay c6 phai la
cung mot ngudi khong? ¥ [Vietnamese Speech]
Text: Please help me transcribe the speech into text in English, @ The first phase of the eastern line which
for the audio between 21.96 and 25.54 seconds. ¥:: [English included aljunied.
Speech]
ENG . . . o e g e
Text: Process the speech and provide the text output in Thai for W@ mideuiaqudesfouaiionihguidg
the duration 6.07 to 9.6 seconds.
®:: [Thai Speech]
TCQ Text: Nghe doan phat bjéu va cung cép phién ban van ban bing s Tinh thué cho timg cd nhan hoan toan tu
Tiéng Viét, bao gom phan tir 12.03 dén 16.38 giay. ddng dé ndp ve ting quoc gia so tai.
@ [Vietnamese Speech]
SEA Text: Ubah masukan ucapan menjadi transkripsi teks dalam @: Kemudian untuk voice setting di sini ada
Bahasa Indonesia. Bagian audio yang relevan adalah dari detik lagi di sini kalian bisa menambahkan untuk
15.12 hingga 20.87. kecepatannya.
®:: [Indonesian Speech]
Text: Please give me the start and end time (in seconds) of the @: The time interval is **[00:22:257 -
following content in the audio clip: 80% equal to 1.38 kilograms. ~ 00:25:437]**,
@ [English Speech]
ENG Text: Identify when the following content occurs in the audio by ~ € The start and end time of the content
providing the start and end time in seconds: dan sekian informasi  is:\n**Start:** 00:17.060\n**End:** 00:22.259
dari saya dan kiranya bilamana ada yang ditanyakan silahkan.
TLoc @ [Indonesian Speech]

, N ) - _ PRI s Ao o4
Text: : ufumaiassiuiioniiluhiddos (Tidndi): mseenmuudeduniomss  @: [ 0:0:165 — 0:1:835 ] misonuuuiieduniowusine

nw. ¥ [Thai Speech]

SEA Text: Kapan frasa ini muncul di audio? Berikan waktu mulai dan @ Tentu, frasa tersebut muncul pada waktu
selesai dalam detik: dan sekian informasi dari saya dan kiranya berikut:\nMulai: 17:039 detik\nSelesai: 22:189
bilamana ada yang ditanyakan silahkan. % [Indonesian detik
Speech]
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F MODEL-AS-JUDGE PROMPT EXAMPLES

Table 7: Model-as-Judge prompts, adopted from [Wang et al.[(2024))

Task | Prompt

SQA [Question]
{question}
[Reference]
{reference}
[Model Prediction]
{prediction}
[Task]
Rate the model prediction based on its alignment with the reference, focusing on accuracy and relevance
to the reference. Be critical.
Score0: The prediction repeats or rephrases the question without giving an answer.
Score0: The prediction is refusing to give concrete results, providing something like cannot decide’.
Score0: The prediction is completely misaligned, providing incorrect or irrelevant information com-
pared to the reference.
Scorel: The prediction shows minimal alignment, often misunderstanding or providing irrelevant
details unrelated to the reference.
Score2: The prediction recognizes the topic but diverges significantly from the reference in accuracy or
relevance.
Score3: The prediction aligns with the reference generally but lacks detail or precise accuracy in some
aspects.
Scored: The prediction is mostly accurate and relevant, closely following the reference but could be
clearer or more detailed.
Score5: The prediction is highly accurate, detailed, and matches the reference perfectly, capturing its
essence and detail.
Your response should be formatted as follows: Explanation: (Provide a concise explanation of your
rating, comparing the reference with the model prediction. “The reference is [XXX], while the model
prediction is [YYY]. I think ...” ) Rating: (int)

AgeR

ER [Question]
GR .

SpkR {question}
[Reference]
{reference}
[Model Prediction]
{prediction}
[Task]
Rate the model prediction based on its alignment with the reference, focusing on accuracy and relevance
to the reference. Be critical.
Score0: The prediction repeats or rephrases the question without giving an answer.
Score0: The prediction is refusing to give concrete results, providing something like ’cannot decide’.
ScoreQ: The prediction is wrong, providing incorrect or irrelevant information compared to the
reference.
Scorel: The prediction is correct, capturing or covering the meaning from the reference.
Your response should be formatted as follows: Explanation: (Provide a concise explanation of your
rating, comparing the reference with the model prediction. “The reference is [XXX], while the model
prediction is [YYY]. I think ...”) Rating: (int)
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G DETAILED EVALUATION RESULTS

Table 8: ASR performance: results across datasets comparing English and SEA prompts. Scores
are reported as raw WER and CER values without normalization; lower values indicate better per-
formance.

Phi-4 wen2 Qwen Qwen - .
M MERALION2 MERaLioN2 S3LIMs et sl Sty ™ G's™ gemma gemma Gemini Whisper GPT
odel 108 B Audio  1odal Audio mini 7B Omni Omni o0 30 o 25 - large  do
7B instruct Instruct 3B 7B E4B-it E2B-it Flash v3  Audio
size | 08 3B 7B  S6B 7B 3B 7B 3B 7B 4B 2B - 1SB -
Data Metrics Lang Prompt ‘ No Prompt
Bloom-Speech ~ WER en ENG 0.06 0.07 074 006 006 020 013 006 006 038 052 005 004 006
SEA 0.06 0.07 074 006 006 020 013 006 006 038 052 005 - -
CER my ENG 0.74 0.99 108 229 250 294 098 274 419 236 494 073 155 098
SEA 0.78 0.98 119 482 957 333 172 130 324 656 836 075 - -
WER 1 ENG 0.14 0.14 084 560 900 335 119 041 050 023 063 009 012 011
SEA 017 017 137 310 406 224 310 041 184 058 148 008 - -
Buds00 WER vi ENG 0.10 0.05 011 150 3871 162 145 008 007 709 889 015 047 021
SEA 0.11 0.34 011 355 2894 348 289 008 0.9 668 7.I8 015 - -
Commonvoice ~ WER en  ENG 0.08 0.09 013 008 007 010 0.3 008 007 023 038 011 009 010
SEA 0.08 0.09 013 008 007 010 013 008 007 023 038 011 - -
WER id ENG 0.11 0.11 010 144 068 038 074 011 000 047 025 003 008 006
SEA 0.07 0.13 019 161 060 037 079 012 010 068 140 003 - -
WER fta ENG 0.50 0.52 149 183 434 133 141 LI3 141 068 195 029 064 046
SEA 033 0.58 141 336 234 137 197 169 113 233 293 028 - -
CER th ENG 0.16 0.1 005 235 138 055 131 014 076 051 430 003 007 007
SEA 0.09 021 005 841 114 045 127 016 078 1141 579 004 - -
WER vi ENG 046 0.56 048 125 086 078 134 049 048 110 107 009 045 014
SEA 0.16 0.73 048 172 102 076 011 048 047 128 097 009 - -
CER 7z ENG 0.12 0.14 010 013 007 047 024 006 005 080 262 024 018 0.1
SEA 0.12 0.16 008 007 005 044 012 006 005 214 236 011 - ;
ESD WER en ENG 0.05 0.05 006 003 005 016 008 004 004 014 027 005 004 006
SEA 0.05 0.05 006 003 005 016 008 004 004 014 027 005 - -
CER 7z ENG 0.05 0.05 011 005 002 033 021 002 002 051 176 012 004 005
SEA 0.05 0.05 007 002 002 039 005 002 002 074 LI 008 - -
FLEURS WER d ENG 0.16 0.18 106 592 094 141 198 080 057 007 016 007 012 007
SEA 0.16 022 115 434 060 101 165 089 183 017 018 008 - -
WER id ENG 0.06 0.10 045 407 047 034 074 018 000 054 009 003 007 004
SEA 0.06 0.12 012 319 036 028 064 011 031 010 009 003 - -
CER km ENG 0.86 171 100 442 821 114 106 323 455 112 49 017 135 03I
SEA 0.98 143 216 225 442 092 140 1163 448 241 783 020 - -
CER lo ENG 0.39 0.86 101 245 452 129 108 139 263 015 142 016 102 038
SEA 051 081 136 153 634 124 120 144 180 175 260 022 - }
WER ms ENG 0.11 0.14 076 334 132 044 103 028 027 086 0.8 005 008 006
SEA 011 0.19 020 274 035 042 087 030 017 015 0I5 005 - -
CER my ENG 0.79 119 110 185 1020 362 107 262 443 015 316 013 116 044
SEA 0.76 1.03 110 435 887 307 111 199 401 142 197 012 - -
CER th ENG 0.14 0.13 010 414 293 057 104 016 120 015 403 007 009 004
SEA 0.11 022 010 540 245 049 L14 015 095 142 473 004 - -
WER vi ENG 0.10 0.16 091 446 239 040 105 010 009 017 030 006 008 004
SEA 0.08 026 016 411 153 034 142 011 009 019 032 004 - -
CER 7z ENG 0.10 0.2 084 01 008 036 0.8 007 006 025 100 018 008 007
SEA 0.10 0.11 084 007 008 035 010 007 006 100 100 009 - ;
ASR-MALCSC ~WER ms ENG 021 026 079 382 1423 130 177 021 101 486 281 026 031 042
SEA 022 027 071 266 770 184 168 071 124 407 458 026 - -
MIG CER my ENG 1.06 1.59 147 258 1247 830 147 LI2 945 813 163 031 255 078
SEA 097 1.53 209 935 1558 280 209 164 443 358 553 029 - -
OpenSLR CER km ENG 0.68 1.72 114 180 233 229 110 271 161 229 294 009 470 029
SEA 0.88 1.74 218 591 464 280 113 842 170 289 392 030 - -
CER my ENG 0.71 0.97 116 180 678 534 116 157 388 126 151 005 251 042
SEA 0.74 1.07 263 751 131 552 213 097 440 099 142 006 - -
WER ta ENG 0.26 034 155 203 458 106 155 158 126 022 045 024 251 035
SEA 026 0.40 130 359 247 110 222 158 147 071 085 025 - -
SFDUSC WER d ENG 024 0.27 120 377 031 244 248 059 059 042 048 023 025 024
SEA 025 0.10 111 382 130 224 407 070 061 039 075 021 - -
ASR-SgpCCSC ~ CER  zh  ENG 0.07 0.11 030 013 004 062 009 005 005 119 080 019 100 013
SEA 0.07 0.09 021 38 004 071 021 005 004 555 177 012 - -
SGStreets ~ WER en ENG 0.10 0.05 057 017 082 039 020 009 009 227 411 022 100 029
SEA 0.10 0.05 057 017 082 039 020 009 009 227 411 022 - -
ASR-SMalDuSC ~WER ms ENG 0.07 0.11 027 228 221 055 027 021 022 023 018 002 100 003
SEA 0.07 0.10 027 224 130 056 108 021 023 026 024 002 - -
Thai Elderly Speech CER  th  ENG 0.08 0.07 004 207 156 071 135 014 007 054 272 007 006 0.0
SEA 0.08 022 004 838 116 075 132 020 012 746 263 005 - -
LOTUS CER th ENG 0.02 0.03 002 335 451 046 114 004 003 006 106 001 003 001
SEA 0.02 0.12 003 651 137 050 003 004 003 125 LI7 003 - -
VietMed WER i ENG 027 0.64 027 447 2147 092 027 040 035 249 480 018 065 044
SEA 028 0.49 027 323 1944 148 156 040 026 271 407 019 - -
Average ENG 027 041 065 229 485 142 095 067 124 127 201 014 074 022
SEA 027 043 074 339 430 145 120 L1l 108 228 250 0.4 - -
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Table 9: Age Recognition performance: results across datasets comparing English and SEA
prompts. Evaluation is conducted using the Model-as-Judge metric, where higher scores indicate
better performance.

Model MERALION2 MERaLiON2 S¢2LLMs ol Kimi Voxtral Sniie szsen Q2w§“ gefima gefima Gendnl GIET
10B 3B 7B .-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B 7B 5.6B 7B 3B 7B 3B 7B 4B 2B - -
Data Lang Prompt

Commonvoice en ENG 63.10 61.00 54.10  45.35 38.00 58.10 36.90 29.30 36.90 63.60 59.45 72.00 65.00
SEA 63.10 61.00 54.10 4535 38.00 58.10 36.90 29.30 36.90 63.60 59.45 72.00 65.00
ta ENG 64.65 71.60 5270 4920 51.70 77.00 18.00 48.50 18.00 65.50 63.95 75.00 71.00
SEA 47.90 16.10 1.10 16.30 14.80 38.10 1935 7.00 19.35 38.40 17.00 77.00 62.00
th  ENG 57.81 67.23 68.77  40.39 49.10 81.81 16.90 4852 1690 73.42 72.13 74.00 78.00
SEA 42.19 51.87 1.00 53.16 63.48 61.42 025 43.74 0.26 68.13 49.16 85.00 53.00
vi  ENG 73.23 66.57 63.03  34.81 5552 8583 696 5858 696 71.79 66.03 86.00 86.00
SEA 64.35 52.34 1.00 30.09 62.61 3373 156 33.13 156 6140 33.01 90.00 81.00
zh  ENG 72.40 74.60 7720 4750 4525 75.80 2230 67.60 22.00 74.10 68.00 73.00 83.00
SEA 69.00 51.00 1.00 65.00 6320 71.70 57.60 59.20 57.60 62.15 3520 73.00 45.00
Average ENG 66.24 68.20 63.16 4345 4791 7571 2021 50.50 20.15 69.68 6591 76.00 76.60
SEA 5731 46.46 11.64  41.98 4842 5261 23.13 34.47 23.13 58.74 38.76 79.40 61.20

Table 10: Emotion Recognition performance: results across datasets comparing English and SEA
prompts. Evaluation is conducted using the Model-as-Judge metric, where higher scores indicate
better performance.

Model MERALION2 MERALION2 Seal.LMs b Kimi Voxtral Kt Q;vsen szgn gemma getama Gemini GPT
7B .-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B 7B 56B 7B 3B 7B 3B 7B 4B 2B - -

Data Lang Prompt
EmoTa ta ENG 8.33 15.12 6.78 21.58 1533 833 2308 726 1458 849 823 12.00 8.00
SEA 11.97 10.84 0.85 224 791 373 096 0.85 1.00 694 1143 9.00 17.00
ESD en ENG 19.50 23.40 12.85 19.80 64.70 9.05 40.90 940 1355 850 9.15 15.00 13.00
SEA 19.50 23.40 12.85 19.80 64.70 9.05 4090 9.40 13.55 850 9.15 15.00 13.00
zh  ENG 16.70 19.90 7.70 17.80 7125 5.55 3460 1550 18.10 10.55 11.60 14.00 7.00
SEA 14.15 18.75 7.45 1250 66.15 4.80 47.55 17.70 16.10 12.65 13.65 14.00 13.50
IndoWaveSentiment id ENG 20.00 20.67 11.67 18.33 27.83 11.00 13.33 11.33 13.33 17.00 15.83 26.00 23.00
SEA 2333 18.00 17.50 3.67 2983 8.67 1550 16.00 14.33 13.33 9.67 18.00 22.00
M3ED zh  ENG 19.35 26.65 1090  20.65 19.00 795 1430 11.95 13.50 7.35 1020 16.00 12.00
SEA 2325 23.40 13.35 13.50 23.15 0.85 19.80 18.55 19.60 1320 10.75 16.50 14.00
TEC ta ENG 34.85 4242 24.85 3030 4242 23.12 3091 2848 27.58 21.52 19.39 4250 43.00
SEA 36.97 20.30 1.82 364 2181 606 242 121 121 3152 27.88 35.00 47.00
THAI SER th  ENG 12.36 19.74 11.62 17.59 1748 931 1419 10.26 13.66 13.82 11.10 11.00 13.00
SEA 13.19 16.44 10.37 9.06 8429 429 838 597 733 1136 9.63 10.00 10.00
Average ENG 22.56 26.55 1553 2299 3588 14.55 26.74 15.79 19.10 17.61 16.75 23.81 19.88
SEA 23.97 21.96 12.76 1278 40.86 9.94 2226 1272 13.95 1890 17.59 21.44 22.06
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Table 11: Gender Recognition performance: results across datasets comparing English and SEA
prompts. Evaluation is conducted using the Model-as-Judge metric, where higher scores indicate
better performance.

Model MERALiON2 MERaLiON2 Seﬂ[‘iﬁ“ ;l:lt‘i'- Kimi Voxtral %ﬁ;?: szsen szsn gerama gerama G‘;‘f‘;"i G:]T
10B 3B P .-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B 7B 5.6B 7B 3B 7B 3B 7B 4B 2B - -
Data Lang Prompt
Commonvoice id ENG 45.20 45.30 54.90 35.80 93.50 32.00 9520 41.20 59.30 49.60 22.20 95.00 46.00
SEA 57.30 62.92 56.18 57.30 66.30 4494 61.80 6292 52.81 57.30 60.67 82.02 53.93
ta ENG 53.00 51.40 50.10 45.70 90.60 44.60 96.80 23.80 53.90 54.70 37.20 95.00 33.00
SEA 40.40 46.90 0.10 790 57.60 1320 740 040 4.10 1230 17.20 92.00 35.00
th  ENG 50.07 36.14 5743 28.51 96.12 44.18 96.79 46.18 61.45 51.54 29.18 93.00 50.00
SEA 23.96 53.55 49.00 2892 89.42 3.88 9639 3233 6747 19.14 254 91.00 40.00
vi ENG 24.05 18.82 83.01 3425 9451 50.07 95.16 4275 49.41 38.04 33.73 90.00 26.00
SEA 14.64 43.14 81.57 1830 94.41 22.09 97.52 2144 9.80 3.66 3.53 77.00 35.00
zh  ENG 53.70 34.60 68.90 57.10 83.90 4090 9820 75.30 81.80 41.00 17.80 90.00 49.00
SEA 35.50 36.50 68.90 4470 64.50 3140 9840 60.90 88.90 37.95 26.60 91.00 21.00
EmoTa ta ENG 67.31 49.36 52.88 40.81 90.92 22.01 98.82 17.41 36.81 55.34 49.36 94.00 25.00
SEA 48.93 47.76 0.21 8.65 7543 1047 235 1.28 2.67 11.65 9.19 94.00 33.00
FLEURS en ENG 58.27 67.54 39.41 6244 97.84 8.04 99.38 44.20 30.76 52.24 26.35 97.00 78.00
SEA 58.27 67.54 39.41 6244 97.84 8.04 99.38 44.20 30.76 52.24 26.35 97.00 78.00
km ENG 56.60 31.90 7203 2993 9922 38.04 78.82 33.73 43.66 48.89 11.37 99.00 62.00
SEA 43.40 56.34 0.39 2608 47.06 196 549 235 1.05 275 078 97.00 15.00
IndoWaveSentiment id ENG 71.67 63.67 50.33 42,00 91.33 533 9833 13.00 65.00 58.00 20.00 96.00 60.00
SEA 60.67 3.60 50.00 2233 7933 133 94.00 19.33 31.67 24.00 13.33 95.00 14.00
M3ED zh  ENG 84.30 64.50 51.40 82.80 74.60 8.80 86.30 15.80 43.30 58.05 30.80 84.00 23.00
SEA 70.70 80.60 53.80 72.10 7890 6.10 78.00 11.30 78.90 4545 24.20 81.00 12.00
OpenSLR ta ENG 55.30 50.50 50.30 47.00 97.50 34.00 99.10 41.10 40.50 52.00 29.10 97.00 47.00
SEA 37.80 42.20 0.10 6.20 60.80 9.40 8.00 0.80 4.70 15.10 14.60 97.00 36.00
SG Streets en ENG 89.63 39.43 61.99 5346 9594 549 8455 894 569 6423 3130 98.00 32.00
SEA 89.63 39.43 61.99 5346 9594 549 8455 894 569 6423 3130 98.00 32.00
ASR-SMalDuSC ms ENG 52.40 49.80 5220 2230 96.70 26.80 93.90 66.50 58.90 49.70 28.00 98.00 76.00
SEA 44.00 50.30 4570  37.00 9430 19.00 61.30 23.55 1590 34.70 20.20 96.00 24.00
Thai Elderly Speech th  ENG 68.15 55.75 34.48 22.58 9496 4476 97.48 45.16 60.28 65.73 26.66 99.00 46.00
SEA 26.92 46.47 69.56 45.67 84.68 333 9698 2399 82.01 3740 242 85.00 51.00
THAI SER th  ENG 63.46 63.87 49.21 5340 86.81 18.32 87.54 31.10 60.00 56.86 27.23 86.00 44.00
SEA 61.78 58.12 81.15 41.68 84.29 12.14 85.86 26.13 80.00 33.93 3.77 85.00 34.00
Vietnam-Celeb vi ENG 65.80 54.80 50.90 49.30 71.10 19.10 69.70 31.70 56.60 57.80 23.10 69.00 41.00
SEA 61.40 63.50 50.30 30.30 72.80 5.00 69.30 23.00 27.50 10.65 1.60 73.00 36.00
Average ENG 59.78 49.43 55.04 4498 89.52 28.67 90.46 37.69 50.60 53.59 29.65 91.88 46.58
SEA 46.93 47.33 44.40 34.05 7847 1195 66.05 22.70 35.65 29.00 17.36 89.59 32.94
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Table 12: Speaker Recognition performance: results across datasets comparing English and SEA
prompts. Evaluation is conducted using the Model-as-Judge metric, where higher scores indicate
better performance.

Model MERlaLiONZ MERaLiON2 Sea‘I;Lil‘:’[s :.l:lllt‘i‘- Kimi Voxtral %KST: szgn Q;Vsen faral s G‘;'.‘;i“i G:;T
0B 3B 7 .-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B B 5.6B B 3B 7B 3B 7B 4B 2B - -
Data Lang Prompt
EmoTa ta  ENG 53.10 43.06 56.94 14.10 57.05 46.15 50.64 26.50 13.25 39.53 41.99 71.00 6.00
SEA 53.85 31.73 0.00 1571 51.17 3397 1544 791 1239 27.99 40.92 73.00 13.00
ESD en ENG 52.90 39.20 56.75 3490 5380 37.70 4790 2440 570 39.10 4590 71.00 10.00
SEA 52.90 39.20 56.75 3490 53.80 37.70 47.90 2440 570 39.10 4590 71.00 10.00
zh  ENG 53.10 43.70 49.10  24.80 48.00 4240 51.60 31.70 23.30 41.40 4120 59.00 12.00
SEA 50.60 43.30 48.10 4520 4490 4350 4530 38.10 30.70 45.58 44.40 61.00 4.00
mig my ENG 50.00 35.15 53.50 2250 50.90 31.50 54.60 30.60 13.50 3590 29.40 70.00 5.00
SEA 36.50 12.70 0.20 11.60 12.60 27.20 1.00 630 645 43.80 37.30 77.00 4.00
ASR-SMalDuSC ms ENG 59.20 44.50 57.80 2320 59.30 47.00 46.60 24.00 10.80 37.40 44.00 74.00 14.00
SEA 48.05 39.30 42.20 2820 59.70 4470 41.10 29.40 17.20 47.60 38.90 82.00 16.00
Thai Elderly Speech th ENG 52.92 38.13 52.29 2042 52.10 5031 48.02 29.48 14.27 4281 43.65 75.00 6.00
SEA 34.06 26.77 37.92 2740 56.25 41.56 43.65 6.56 5.00 3849 30.52 71.00 7.00
THAI SER th  ENG 51.02 38.45 50.70 22.13 58.00 46.72 50.16 30.93 18.80 41.57 46.94 70.00 20.00
SEA 42.96 36.84 42.86 30.08 60.47 34.80 42.11 1224 620 37.16 35.02 61.00 7.00
VoxVietnam-O vi ENG 53.80 35.80 51.60 24.10 54.10 41.40 4930 31.10 17.40 41.30 45.70 79.00 11.00
SEA 50.00 39.80 46.90 26.80 46.40 2530 56.00 17.40 7.90 38.00 41.60 78.00 6.00
Average ENG 53.25 39.75 53.59 2327 54.16 4290 49.85 2859 14.63 39.88 4235 71.13 10.50
SEA 46.12 33.71 34.37 2748 48.16 36.09 36.56 17.79 11.44 39.72 3932 71.75 8.38

Table 13: Speech Translation performance: results across datasets comparing English and SEA
prompts. Evaluation is based on the BLEU metric, where higher scores indicate better performance.

Model MERI%I;;ONZ MERglﬁiONZ Se;ﬁLig’Is rll)l?lllt‘i‘- Kimi Voxtral ?xﬁzelil: szsen szsen gerama gemma G"'z'_“si“i G::) T
7 '-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B 7B 5.6B 7B 3B 7B 3B 7B 4B 2B - -
Data Lang Prompt
FLEURS id ENG 3248 20.97 25.55 0.70 1075 35.02 9.37 16.65 16.55 21.40 20.52 24.07 33.44
SEA 30.02 21.98 25.97 0.13  16.81 3458 623 11.15 17.93 2480 17.57 24.43 3490
km ENG 2.19 0.50 0.73 023 035 7.04 047 026 048 472 252 1240 634
SEA 1.97 0.45 0.33 005 049 0.08 0.11 027 024 471 250 1376 7.52
lo ENG 11.34 1.03 591 0.04 055 1044 047 249 3.06 7.66 6.75 1536 13.61
SEA 12.09 0.88 1.04 0.01 1.04 055 0.11 080 235 894 7.18 15.04 13.06
ms ENG 31.04 15.52 19.71 1.04 6.15 3044 525 12.16 13.19 18.24 1641 2649 3353
SEA 34.35 13.09 20.30 0.22 20.02 30.33 257 10.12 14.24 23.04 1437 23.70 33.93
my ENG 0.37 0.12 0.29 0.11 003 0.73 040 0.11 035 0.78 0.35 8.59 147
SEA 0.59 0.14 0.03 0.11  0.04 0.63 0.14 002 0.10 0.73 0.10 15.05 2.08
th  ENG 17.22 3.47 12.30 0.14 242 1953 047 790 834 1295 957 1693 2241
SEA 18.70 5.59 11.51 0.02 352 2015 055 786 929 1490 849 2025 2293
tt  ENG 25.79 8.28 1.67 092 599 3042 1.68 252 250 17.14 1298 1450 2848
SEA 27.22 7.76 1.76 0.10 2327 30.69 125 0.89 229 2247 1444 16.09 26.20
vi ENG 19.18 6.50 13.52 0.12 394 2479 205 1140 12.02 7.19 489 17.26 27.10
SEA 2291 5.95 13.00 0.01 4.19 2505 191 10.31 12.32 11.84 7.51 19.74 30.27
zh  ENG 20.14 11.63 17.01 24.08 0.01 2136 20.69 14.89 14.73 8.72 6.75 16.18 24.77
SEA 20.74 10.94 17.11 228 001 21.30 1588 15.02 13.81 10.78 6.37 2191 21.60
Average ENG 17.75 7.56 10.74 3.04 336 1998 454 760 791 1098 897 16.86 21.24
SEA 18.73 7.42 10.11 032 771 1815 320 627 806 1358 872 18.89 21.39
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Table 14: Speech Question Answering performance: results across datasets comparing English and
SEA prompts. Evaluation is based on Model-as-Judge matric, where higher scores indicate better
performance.

Model MERALION2 MERaLiON2 S¢2LLMs el Kimi Voxtral by szgn szgn gerima gemma Gemini GPT
10B 3B 7B .-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B 7B 5.6B 7B 3B 7B 3B 7B 4B 2B - -
Data Lang Prompt
ASR-SgpCCSC zh ENG 78.59 65.94 7385  76.83 61.81 73.80 73.60 85.59 66.35 70.33 61.31 8420 77.80
SEA 84.33 69.97 74.81 80.15 55.11 7632 76.62 72.19 61.52 7229 64.28 88.00 77.80
SG Streets en ENG 86.11 82.95 82.31 81.89 82.53 87.37 80.63 70.98 61.68 73.05 72.00 91.37 82.95
SEA 86.11 82.95 82.31 81.89 82.52 87.37 80.63 70.98 61.68 73.05 72.00 91.37 82.95
YODAS2 en ENG 84.70 76.05 77.00  81.71 7591 8458 7472 71.69 70.67 85.54 80.83 8520 80.60
SEA 84.70 76.05 77.00  81.71 7591 8458 7472 71.69 70.67 85.54 80.83 8520 80.60
id ENG 74.73 53.80 68.41 30.60 58.77 7093 4579 62.94 61.51 74.99 70.91 83.80 73.40
SEA 81.45 63.94 74.65 22.66 61.83 7596 51.11 63.64 63.98 79.20 7427 8540 7740
th  ENG 73.13 49.82 66.53  40.58 60.00 71.34 3774 62.85 62.69 77.29 7192 89.00 75.00
SEA 78.30 45.39 75.09 16.43 55.07 71.78 30.12 60.18 71.10 80.80 75.97 94.00 76.60
vi ENG 62.56 38.75 58.19 3034 50.67 65.67 3454 53.15 52.08 61.96 5558 77.00 59.80
SEA 70.22 42.76 69.11 18.81 4599 67.88 36.73 59.78 61.71 6528 5577 81.20 65.80
zh  ENG 72.37 53.26 66.22 68.15 5728 66.60 67.36 65.51 55.55 59.82 5298 81.00 69.00
SEA 77.91 56.20 7344 7280 5849 6833 7292 68.73 71.55 65.37 5521 84.00 65.60
Average ENG 76.03 60.08 7036 58.59 6385 7433 5920 67.53 61.50 71.85 66.50 84.51 74.08
SEA 80.43 62.47 7520 5349 62.13 76.03 60.41 66.74 66.03 74.51 6833 87.02 75.25
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Table 15: TCQ performance: results across datasets comparing English and SEA prompts. Scores
are reported as raw WER and CER values without normalization; lower values indicate better per-
formance.

Model MERlz:)Ii;iONZ MER;};iONZ S"':ﬂ“ig[s rl;l:l;t‘it- Kimi Voxtral ?&»:;:102 szsen szsen ge‘;‘:‘“ ge';‘:“” G‘;‘f‘;“i G‘:;T
7 _-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B 7B 5.6B 7B 3B 7B 3B 7B 4B 2B - -
Data Lang Length (Max) Prompt

SG Streets en 30 ENG 243 2.43 2.12 267 247 189 230 264 421 220 232 047 224
SEA 243 243 2.12 267 247 1.89 230 264 421 220 232 047 224

60 ENG 3.44 3.47 - 210 336 212 - 229 335 191 194 076 249

SEA 3.44 3.47 - 210 336 212 - 229 335 191 194 076 249

ASR-SgpCCSC  zh 30 ENG 4.78 5.44 6.54 548 994 6.84 9.08 391 3.69 884 955 1.57 5.17
SEA 4.34 5.13 5.68 4.07 1043 546 887 415 291 8.62 9.67 1.57 499

60 ENG 9.85 11.28 - 6.72 2274 12.86 - 385 573 998 936 1.89  8.00

SEA 9.50 10.25 - 4.03 2095 8.16 - 377 371 9.08 883 1.89 921

120 ENG 20.93 21.15 - 18.92 41.07 27.07 - - 18359 - - 3.10 8.68

SEA 20.86 17.09 - 14.94 3736 12.12 - - 8.19 - - 3.10 10.81

180 ENG 20.59 - - - 57.41 36.85 - - - - - 330 735

SEA 21.81 - - - 56.92 16.92 - - - - - 330 9.04

YODAS2 en 30 ENG 5.34 5.31 3.81 453 579 3.62 457 494 442 503 503 136 442
SEA 5.34 5.31 3.81 453 579 3.62 457 494 442 503 5.03 136 442

60 ENG 10.98 10.74 - 639 11.76 548 - 701 486 583 596 129 637

SEA 10.98 10.74 - 639 11.76 548 - 701 486 583 596 129 637

120 ENG 16.19 15.10 - 9.02 2228 9.09 - - 6.92 - - 1.82 649

SEA 16.19 15.10 - 9.02 2228 9.09 - - 6.92 - - 1.82 649

180 ENG - - - - - - - - - - - 175 6.72

SEA - - - - - - - - - - - 175 6.72

id 30 ENG 3.82 3.70 342 2141 2232 271 405 376 323 378 381 0.64 3.18
SEA 3.77 3.50 3.52 14.13  9.58 3.06 386 3.81 454 4.00 391 136 3.20

60 ENG 7.88 6.44 - 14.18 19.97 4.40 - 526 409 423 430 121 447

SEA 7.63 6.00 - 943 876 475 - 553 653 424 444 179 523

120 ENG 13.07 9.45 - 13.92 1649 7.27 - - 6.09 - - 138 4.88

SEA 12.59 9.08 - 1235 1094 6.27 - 8.20 - - 237 4.89

180 ENG 14.00 - - - 16.24 10.26 - - - - - 202 542

SEA 13.86 - - - 926 729 - - - - - 241 494

th 30 ENG 3.82 1.49 5.31 80.08 27.81 5.24 3.14 3629 9.68 921 1049 10.15 7.09
SEA 3.75 1.57 6.33 40.13 1643 6.93 247 1747 1256 9.85 1322 817 8.11

60 ENG 6.05 1.77 - 51.66 37.37 8.21 - 36.06 11.39 9.79 9.80 9.32 1031

SEA 5.63 1.73 - 37.39 17.88 9.97 - 2394 1333 9.74 9.89 743 11.61

120 ENG 10.10 2.10 - 4125 3292 1271 - - 11.80 - - 10.16 11.10

SEA 8.87 1.86 - 3747 1998 14.27 - 14.77 - - 8.02 11.84

180 ENG 10.52 - - - 60.78 14.44 - - - - - 12.21 1298

SEA 9.76 - - - 27.66 16.71 - - - - - 993 12.87

vi 30 ENG 5.48 522 4.11 2125 1742 4.28 442 306 3.11 530 595 126 433
SEA 5.46 4.92 4.32 1475 1924 472 468 350 537 546 621 139 429

60 ENG 10.60 7.46 - 12.86 1543 7.54 - 380 378 579 585 1.12 516

SEA 10.42 6.25 - 11.12 1728 7.88 - 373 6.13 589 584 1.46  5.90

120 ENG 14.05 8.90 - 1576 11.24 11.77 - - 4.81 - - 46.66  5.90

SEA 13.95 7.34 - 19.65 23.72 11.90 - - 6.45 - - 201 572

180 ENG 12.22 - - - 17.52 16.12 - - - - - 1.77 531

SEA 12.03 - - - 26.28 12.47 - - - - - 206 455

zh 30 ENG 10.16 9.83 13.04 9.29 1221 8.61 11.38  6.57 10.10 1295 14.12 141 8.99
SEA 8.46 9.40 11.19 8.49 1223 691 11.00 531 793 1294 1358 298 10.74

60 ENG 17.60 16.31 - 1041 22.87 13.54 - 6.15 12.89 14.16 1526 286 10.92

SEA 15.95 14.34 - 11.48 23.07 833 - 467 9.09 13.88 15.08 440 13.01

120 ENG 28.66 22.18 - 1492 4431 22.13 - - 2073 - - 294 1459

SEA 25.32 19.94 - 11.47 4327 10.74 - - 6.88 - - 373 15.04

180 ENG 31.04 - - - 61.92 33.00 - - - - - 3.51 13.76

SEA 28.22 - - - 73.53 14.62 - - - - - 449 1739

180 ENG 17.67 - - - 4278 22.13 - - - - - 4.09 8.59

SEA 17.14 - - - 38.73 13.60 - - - - - 399 925

120 ENG 14.72 11.27 - 1625 24.04 12.86 - - 9.85 - - 9.44 738

SEA 13.97 10.06 - 14.99 2251 9.20 - - 7.34 - - 3.01 7.83

30 ENG 5.12 4.71 5.48 20.67 14.00 4.74 556 874 549 676 132 241  5.06

SEA 4.79 4.61 5.28 12.68 10.88 4.66 539 597 599 6.87 770 247 543

60 ENG 9.48 8.21 - 1490 19.07 7.74 - 920 658 738 749 264 6.82

SEA 9.08 7.54 - 11.70 1472 6.67 - 728 671 722 742 272 7.69
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Table 16: TLoc performance: results across datasets comparing English and SEA prompts. Evalua-
tion is based on the F1 score metric, where higher values indicate better performance.

Model MERaLiON2 MERaLiON2 S“Z‘I;;I;’[s nl:;;t‘i‘- Kimi Voxtral %:3:102 szsen szgn ge‘;‘l:“" ge';‘[:““ G“‘z'f‘si“i G:;T
10B 3B 7 .-modal Audio mini 7B Omni Omni E4B-it E2B-it Flash Audio
instruct Instruct 3B 7B
Size 10B 3B 7B 5.6B 7B 3B 7B 3B 7B 4B 2B - -
Data Lang Length (Max) Prompt
ASR-SgpCCSC  zh 30 ENG 11.10 10.85 8.45 19.90 - - 19.10 13.10 3121 7.86 644 11.89 22.19
SEA 11.10 10.85 8.45 19.90 - - 19.10 13.10 31.21 7.86 644 11.89 22.19
60 ENG 6.23 6.42 - 7.73 - - - 10.78 12.71 6.64 2.88 1.26  10.50
SEA 6.23 6.42 - 7.73 - - - 10.78 1271 6.64  2.88 126 10.50
120 ENG 4.18 2.59 - 4.66 - - - - 7.84 - - 455 6.14
SEA 4.18 2.59 - 4.66 - - - - 7.84 - - 455 6.14
SG Streets en 30 ENG 40.28 33.56 22.56 11.96 17.17 27.70 54.85 49.61 4477 18.04 19.18 16.62 40.25
SEA 40.28 33.56 22.56 11.96 17.17 2770 54.85 49.61 4477 18.04 19.18 16.62 40.25
60 ENG 23.75 15.16 - 530 11.13 17.90 - 29.78 38.05 7.36 12.87 17.90 37.94
SEA 23.75 15.16 - 530 11.13 17.90 - 29.78 38.05 7.36 12.87 17.90 37.94
YODAS2 en 30 ENG 22.99 20.00 9.92 12.70 1478 1546 41.62 34.01 36.27 1649 1635 5.88 24.30
SEA 22.99 20.00 9.92 1270 1478 1546 41.62 34.01 3627 1649 1635 5.88 24.30
60 ENG 13.91 11.46 - 6.79 843 1776 - 21.07 18.67 10.44 1136 7.98 17.14
SEA 1391 11.46 - 6.79 843 176 - 21.07 18.67 10.44 1136 798 17.14
120 ENG 8.28 6.12 - 347 272 262 - - 1078 - - 299 7.65
SEA 8.28 6.12 - 347 272 262 - - 10.78 - - 299 7.65
id 30 ENG 27.44 24.58 16.41 14.02 17.06 20.90 38.26 4091 4527 1555 12.60 11.83 28.48
SEA 26.70 18.43 19.78 10.63 15.04 1826 37.56 21.84 3471 20.16 16.19 16.19 30.01
60 ENG 14.90 12.99 - 747 994 1176 - 23.78 21.44 1050 9.66 11.04 20.84
SEA 14.82 10.85 - 7.66 8.15 10.77 - 12.86 0.00 14.53 11.59 15.57 22.20
120 ENG 10.13 8.58 - 496 505 547 - - 1659 - - 10.01 15.04
SEA 10.43 6.45 - 518 491 417 - - 1373 - - 942 15.60
th 30 ENG 17.79 17.42 8.94 10.48 1297 1424 1647 2552 37.62 1245 948 1283 26.66
SEA 16.04 15.32 9.16 13.75 13.02 10.84 11.92 14.08 27.42 10.71 693 2573 17.62
60 ENG 9.03 8.56 - 590 8.03 7.16 - 1476 1522 928 772 435 18.64
SEA 9.92 5.08 - 748 5.87 6.73 - 977 1720 736 562 1638 1551
120 ENG 5.65 4.13 - 3.04 408 378 - - 1117 - - 8.16 11.31
SEA 5.87 1.94 - 370 5.80 3.00 - - 6.75 - - 1581 9.18
vi 30 ENG 22.40 14.50 8.22 1030 15.84 18.81 35.08 33.18 39.17 12.14 1035 10.11 25.67
SEA 24.76 13.49 14.04 14.63 8.16 1544 28.60 31.59 40.73 1223 1082 870 28.80
60 ENG 12.18 11.54 - 429 976 8.86 - 17.98 2473 935 9.14 635 1198
SEA 14.77 7.92 - 770 1135 7.30 - 17.96 28.44 1095 888 7.28 21.40
120 ENG 6.34 7.34 - 244 484 376 - - 1273 - - 2.83  7.40
SEA 6.88 6.76 - 3.11 120 442 - - 2039 - - 340 12.68
zh 30 ENG 13.56 10.80 6.49 1141 9.3 997 27.69 17.10 1584 10.19 832 1243 17.77
SEA 12.52 10.61 6.69 11.02 1141 11.14 2621 1393 1646 1236 7.29 10.11 14.80
60 ENG 6.61 5.85 - 628 436 576 - 935 9.07 745 429 502 773
SEA 6.80 7.91 - 562 580 5.61 - 850 11.54 695 7.15 413 4.64
120 ENG 3.85 2.08 - 326 1.81 293 - - 8.81 - - 489 3.64
SEA 3.98 4.38 - 316 000 235 - - 4.77 - - 632 434

H USE OF LARGE LANGUAGE MODELS (LLMS)

We used LLMs solely as assist tools for polish writing. Specifically, we employed ChatGPT to
improve grammar, clarity, and concision; refine figure captions and headings; and assist with LaTeX
formatting (tables, subfigures, and minor package conflicts).

The LLM did not generate research ideas, design tasks or experiments, curate datasets, determine
analyses, compute results, or author technical claims. All methods, experiments, and conclusions
originate from the authors; all numbers and figures were produced by our code and independently
checked by the authors.

The authors take full responsibility for the content of this manuscript. LLMs are not eligible for
authorship and are not listed as authors.
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