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1 Training Details

For all our models, we attempt to keep the architectures used as close as reasonably possible to each
other to allow for a fair comparison. We use three core components to create all our architectures:
(1) an encoder network using RGB images to output some lower-dimensional abstract feature map,
(2) a decoder network that upsamples these abstract feature maps back to the original resolution,
and (3) a Multi-Layer Perceptron (MLP) with dense layers processing these abstract feature maps.
As such, the main differences in our architectures occur in (1) using dense layers or convolutional
decoders to process the abstract feature maps obtained from the encoders, and (2) the number of
output channels in the convolutional decoders which is model dependent.

Our encoder network depicted in fig. 1 and described in table 1. It takes as input a 144 × 256
RGB image and has a series of convolutional layers with ReLU [1] activations, batchnorm [2], and
dropout [3] layers. The dropout probability is set to 0.25, and the convolutional layers use a kernel
size of (3 × 3). We did not include a bias component in our layers, as we found this to be better
early in our experimentation. The stride of the convolution alternates between 2 and 1. Padding is
set so that a stride of 2 will half the input feature map’s resolution, while 1 will keep the resolution
the same.

Our decoder network is depicted in fig. 2 and described in table 2. It uses a series of non-parametric,
bilinear upsampling layers followed by convolutional layers to increase the resolution of the abstract
feature map that is the output of our encoder to the original resolution. Each bilinear upsampling
layer doubles the spatial resolution of the input feature map, and its output is concatenated with the
corresponding features from the encoder in a U-Net-like fashion [4]. All convolution layers apart
from the last one have ReLU [1] activations, batchnorm [2], dropout of 0.25 [3], (3 × 3) kernels ,
stride 1, and padding set to keep the spatial resolution unchanged. Similarly to the encoder network,
we did not include a bias component in our layers. The final convolution layer has a kernel size of
(1× 1), no batchnorm or dropout, and its activation and spatial resolution are model-dependent (see
below).

Our fully connected MLP is depicted in fig. 3 and described in table 3 . It has three hidden fully con-
nected layers of 16 neurons each, with batchnorm [2], 0.25 dropout [3], and ReLU [1] activations.
The output layer of the network is a simple linear layer, with no batchnorm or dropout, and directly
predicts the translation and orientation encoding of the extrinsic matrix.

For training all our networks, we use the Adam [5] optimiser, a batch size of 64, and a learning rate
of 10−4. We also use a learning rate scheduler that reduces the learning rate by a factor of 0.75 if
performance stagnates. Finally, all RGB images are mapped to the range [0, 1] and then normalised
before being propagated through the networks.
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Table 1: Table detailing our encoder architecture.

Block Layers Parameters Output Size Activation
1 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 2, Dropout 0.25 72x128x4 ReLU
2 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 72x128x4 ReLU
3 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 2, Dropout 0.25 36x64x8 ReLU
4 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 36x64x8 ReLU
5 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 2, Dropout 0.25 18x32x16 ReLU
6 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 18x32x16 ReLU
7 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 2, Dropout 0.25 9x16x32 ReLU
8 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 9x16x32 ReLU

D
ropout , B

atchN
orm

, R
elu

Stride 2,
 Kernel 3x3

Stride 1,
 Kernel 3x3

 D
ropout,  B

atchN
orm

, R
elu

D
ropout, B

atchN
orm

, R
elu

Stride 2,
 Kernel 3x3

Stride 1,
 Kernel 3x3

D
ropout, B

atchN
orm

, R
elu

D
ropout, B

atchN
orm

, R
elu

Stride 2,
 Kernel 3x3

Stride 1,
 Kernel 3x3

D
ropout, B

atchN
orm

, R
elu

D
ropout,B

atchN
orm

,R
elu

Stride 2,
 Kernel 3x3

Stride 1,
 Kernel 3x3

D
ropout,B

atchN
orm

,R
elu

(144x256x3)

(72x128x4)

(36x64x8)
(18x32x16)

(9x16x32)

(72x128x4)

(36x64x8)
(18x32x16)

(9x16x32)

Figure 1: Illustration of the encoder architecture.

Table 2: Table detailing our decoder architecture.
Block Layers Parameters / Other Output Size Activation

1 Bilinear Upsampling 18x32x32
2 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 18x32x32 ReLU
3 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 18x32x32 ReLU

4 Bilinear Upsampling Skip Connection Concatenation
with Encoder Feature Maps 36x64x32

5 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 36x64x32 ReLU
6 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 36x64x32 ReLU

7 Bilinear Upsampling Skip Connection Concatenation
with Encoder Feature Maps 72x128x32

8 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 72x128x24 ReLU
9 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 72x128x24 ReLU

10 Bilinear Upsampling Skip Connection Concatenation
with Encoder Feature Maps 144x256x24

11 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 144x256x42 ReLU
12 Conv2D, Batchnorm, Dropout Kernel 3x3, Stride 1, Dropout 0.25 144x256x42 ReLU
13 Conv2D Kernel 1x1, Stride 1
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Figure 2: Illustration of the decoder architecture.

Table 3: Table detailing the MLP architecture.
Block Layers Parameters / Other Output Size Activation

1 Linear, Batchnorm, Dropout Dropout 0.25 16 ReLU
2 Linear, Batchnorm, Dropout Dropout 0.25 16 ReLU
3 Linear, Batchnorm, Dropout Dropout 0.25 16 ReLU
4 Linear 9
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Figure 3: Illustration of the MLP architecture.

1.1 Direct Regression Details

For our direct regression model, we use our encoder network followed by our MLP network. The
loss used was the mean squared error (MSE) between the network outputs and the ground truth
extrinsic matrix encodings obtained from the simulated data. Finally, each output dimension was
independently normalised to the range [−1, 1], using min-max normalisation and the training dataset
statistics.

1.2 Sparse Correspondence Model Details

Our sparse correspondence model consists of our encoder, followed by our decoder with its number
of output channels being set to the number of keypoints used, and its output activation set to the
spatial-soft-argmax activation [6]. The loss used was an equally-weighted linear combination of
the L1 loss and the MSE loss between the network outputs and the ground truth keypoint locations
obtained from the simulated data. Finally, all the keypoint locations are normalised in the range
[−1, 1] using the image dimensions, with any keypoint coordinate that appears out of frame (hence
outside of the [−1, 1] range) projected back to [−1, 1]. Before using the predicted 2D keypoint
location to solve for the camera pose with PnP, we reject all keypoints less than 1% away from the
image rim.

1.3 Dense Correspondence Model Details

For our dense correspondence model, the ICP initialisation network is the same as the direct regres-
sion network. The segmentation network consists of our encoder followed by our decoder, with a
single output channel with the sigmoid activation [7]. The loss we use for this segmentation network
is the α−balanced variant of the Focal Loss [8], with the focusing parameter γ = 2, and with the
weighting factor α proportional to the inverse class frequency. Finally, the depth regression network
consists of our encoder network followed by our decoder network, with a single output channel
fitted with a ReLU [1] activation function. The loss used for the depth regression is the L1 loss
between the predicted depth map and the ground truth depth obtained from the simulated data, that
is calculated over the union between the predicted and ground truth segmentation mask. Finally, the
depth maps are normalised in the [0, 1] range, using min-max normalisation and the training dataset
statistics.
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Figure 4: Examples of Domain Randomised Images

2 Dataset Generation Details

All our datasets consist of 10 000 images generated in simulation, examples of which can be seen
in fig. 4. For each image in the dataset, we randomise the position of the camera in a 3cm× 3cm×
3cm volume and its orientation by ±5◦ around each axis. The mean of the randomisation range is
estimated using the in-built Sawyer camera (which is already defined in the URDF) by taking images
of the same AprilTag [10, 11] from both the in-built camera and our wrist-mounted camera and
calculating the transformation between the two. We then apply random grayscale textures† to each
of the components of the end-effector in simulation, and randomise their colours by (1) changing
the hue as h = horiginal ∗ (1.0 + eh), (2) changing the brightness as b = boriginal ∗ (1.0 + eb), and
(3) changing the saturation as s = soriginal ∗ (1.0+es), where eh, eb, and es are sampled uniformly
from the ranges [−0.2, 0.2], [−0.45, 0.45] and [−0.6, 0.5], respectively. We also randomise the
position of two point light sources, sampled uniformly in a spherical shell around the gripper, with a
radius varying in [1.5m, 4.0m]. Our simulator generates images at a 480× 848 resolution, similarly
to our real-world sensor. Before applying the background randomisation, we downsample these
images to 144× 256, which is our neural network input resolution. When applying the background
images for background randomisation, we randomly rotate them in the range [0◦, 360◦], and tile
them when needed to avoid portions of the image with no background applied. Finally, we apply
a colour jitter [12] operation to the full image with brighness variation of 0.2, contrast variation of
0.2, saturation variation of 0.2 and hue variation of 0.05.

†Textures modified from https://github.com/tianheyu927/mil/blob/master/scripts/get_
data.sh, made available by [9].
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3 Fusing Multiple Estimates

Algorithm 1: Fusing multiple estimates

Input: Individual estimates {T̃ i
EC = [R̃i

EC |t̃iEC ]}Ni=1

Output: A fused estimate T̄EC

1 Initialise ξ = []
for k = 1, ..., N do

2 ξ ← ξ ∪
(
t̃kEC , φ

k
)

where φk are the intrinsic Euler XYZ angles that represent the
rotation matrix R̃k

EC ;
3 Calculate the mean µ = mean(ξ) ∈ R6 and estimate the covariance Σ = Cov(ξ) ∈ R6×6

4 Discard 20% of estimates in ξ with the lowest probability density under the PDF N (µ,Σ)

5 Calculate the mean of the remaining estimates ξ̄ = mean(ξ) = (t̄, ¯Euler)

6 T̄EC = [Euler2Rot( ¯Euler)|t̄]

Algorithm 1 describes the procedure used to fuse multiple camera pose estimates into a single esti-
mate. This algorithm is initialised with a list of camera pose estimates, {T̃ i

EC = [R̃i
EC |t̃iEC ]}Ni=1,

and creates an empty list ξ = []. It then iterates through all individual estimates T̃ k
EC for

k = 1, ..., N , and represents them as 6D vectors
(
t̃kEC , φk

)
, where φk are the intrinsic Euler XYZ

angles that represent the rotation matrix R̃k
EC , and stores these representations in the list ξ. After

mapping all of the input estimates to a lower dimensional representation, line 3 in the pseudocode
computes the mean and an unbiased estimate of the covariance matrix of all of the estimates. In line
4, we then assume that the data follows a Gaussian distribution and discard 20% of the estimates
with the lowest probability density under this Gaussian model in order to remove potential outliers.
In line 5, we then calculate the mean camera pose in the 6D space, and in line 6 we transform this
lower dimensional representation of the mean estimate back to a 4×4 homogeneous transformation
matrix.

4 Experiments

We set up a single simulation environment for all our learning-based methods, and generate a sin-
gle dataset to train them. Dataset generation took approximately 30 minutes given the ability to
parallelise data collection. Training the direct regression model took approximately 30 minutes,
the sparse correspondence model approximately 3.5 hours, and the dense correspondence model
approximately 3 hours. Finally, we performed early stopping with a 5% validation subset.

In the following sections we use the following method abbreviations: Direct Regression (DR),
Sparse Correspondense method (SC), and Dense Correspondence method (DC). When (fusion)
is specified, we indicate that our fusion method for aggregating multiple estimates was used.

4.1 Simulated Experiment

Algorithm 2 outlines the procedure used to evaluate all methods in simulation. In line 1, the al-
gorithm initialises an empty list to store the position and orientation error for each of the methods
independently, so that these errors can later be averaged across N different extrinsic matrices. The
position error is defined as

et(t̃, t) = ||t̃− t||2
where || · ||2 is the L2 norm. The orientation error is defined as

eR(R̃, R) = θ

where θ is the angle of rotation from the axis-angle representation of the rotation matrix R∆ that
satisfies the relationship R = R∆R̃.

Once the lists are initialised, the outer for loop that extends from line 2 to line 18 of the algorithm
is responsible for collecting position and orientation errors for various samples of the camera to
end-effector pose. Within this for loop, in line 3, a camera to end-effector pose is sampled and set.
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Algorithm 2: Simulated Experiment

1 εmethod
pos = [] and εmethod

ori = [] for each method ∈ [Tsai [13], Park [14], Horaud [15],
Daniilidis [16], DR, DR (fusion), SC, SC (fusion), DC, DC (fusion)]

2 for i = 1, ..., N do
3 Sample and set a camera to end-effector pose TEC = [REC |tEC ]

4 Collect a dataset {Ij , T j
BE , T̃

j
CO}15

j=1 of 15 RGB images I , end-effector to robot base
poses TBE , and estimated calibration object to camera poses T̃CO

5 for method ∈ [Tsai [13], Park [14], Horaud [15], Daniilidis [16]] do
6 T̃EC = [R̃EC |t̃EC ]← use method for calibration

(
{T j

BE , T̃
j
CO}15

j=1

)
7 εmethod

pos ← εmethod
pos ∪ et(t̃EC , tEC)

8 εmethod
ori ← εmethod

ori ∪ eR(R̃EC , REC)
9 for method ∈ [DR, SC, DC] do

10 T = []
11 for k = 1, ..., 15 do
12 T̃ k

EC = [R̃EC |t̃EC ]← use method for calibration(Ik)

13 T ← T ∪ T̃ k
EC

14 εmethod
pos ← εmethod

pos ∪ et(t̃EC , tEC)

15 εmethod
ori ← εmethod

ori ∪ eR(R̃EC , REC)
16 T̄EC = [R̄EC |t̄EC ]← fusion(T )

17 εmethod (fusion)
pos ← εmethod (fusion)

pos ∪ et(t̄EC , tEC)

18 εmethod (fusion)
ori ← εmethod (fusion)

ori ∪ eR(R̄EC , REC)

19 εmethod
t ← mean(εmethod

pos ) for all methods
20 εmethod

R ← mean(εmethod
ori ) for all methods

Then, in line 4, a dataset of 15 corresponding RGB images and end-effector to robot base poses is
collected by moving the end-effector around the AprilTag. The corresponding AprilTag to camera
poses are estimated from the RGB images with the AprilTags3 library [17, 10, 11].

Between lines 5 and 8, the algorithm then estimates the camera to end-effector pose using each of the
classical methods and evaluates each of the estimates. Then, between lines 9 and 18, the algorithm
evaluates all of the deep learning-based methods. For each method, the algorithm begins by creating
an empty list (line 10) that is used to store all individual estimates. It then iterates through all of
the individual images and evaluates all of the single image estimates (lines 11-15). It then fuses all
of the individual estimates using algorithm 1 and evaluates the fused estimate (lines 16-18). The
algorithm ends by computing the mean of the position and orientation errors for each of the methods
(lines 19 and 20).

We stress that even though the AprilTag is visible in all images used to estimate the camera to end-
effector pose, it is not used by the learned methods. The same images are used to evaluate the learned
methods as the ones to estimate the tag to camera pose that is required by the classical methods only
to ensure a fair evaluation.

4.2 Real World Experiment

The real-world experimental procedure is shown in algorithm 3. This procedure consists of 4 inde-
pendent stages. In the first stage (lines 1-3), a data bank and an evaluation dataset of RGB images,
end-effector to robot base poses, and estimated AprilTag to camera poses are collected by automati-
cally moving the robot’s end-effector around an AprilTag. We estimate the AprilTag poses using the
AprilTags3 library [10, 11, 17]. The lengths of the training data bank and evaluation dataset are 40
and 60 respectively.

In the second stage (lines 4-15), we obtain estimates of the camera to end-effector pose from all
methods that require more than a single data point. During this stage, we sample 40 datasets of
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Algorithm 3: Real World Experiment

1 Tmethod = [] for method ∈ [Tsai [13], Park [14], Horaud [15], Daniilidis [16], DR, DR
(fusion), SC, SC (fusion), DC, DC (fusion)]

2 Collect a training data bank Dtrain = {Ii, T i
BE , T̃

i
CO}40

i=1

3 Collect an evaluation dataset Deval = {T i
BE , T̃

i
CO}60

i=1
4 for i = 1, ..., 40 do
5 Sample a dataset D = {Ij , T j

BE , T̃
j
CO}15

j=1 ∈ Dtrain

6 for method ∈ [Tsai [13], Park [14], Horaud [15], Daniilidis [16]] do
7 T̃ i

EC ← use method for calibration
(
{T j

BE , T̃
j
CO}15

j=1

)
8 Tmethod ← Tmethod ∪ T̃ i

EC

9 for method ∈ [DR, SC, DC] do
10 ξ = []
11 for k = 1, ..., 15 do
12 T̃ k

EC =← use method for calibration(Ik)

13 ξ ← ξ ∪ T̃ k
EC

14 T̄EC =← fusion(ξ)

15 Tmethod (fusion) ← Tmethod (fusion) ∪ T̄EC

16 for Ii ∈ Dtrain do
17 for method ∈ [DR, SC, DC] do
18 T̃ i

EC =← use method for calibration(Ii)

19 Tmethod ← Tmethod ∪ T̃ i
EC

20 for method ∈ [Tsai [13], Park [14], Horaud [15], Daniilidis [16], DR, DR (fusion), SC, SC
(fusion), DC, DC (fusion)] do
t = []

21 for T̃ k
EC ∈ Tmethod do

22 for {T i
BE , T̃

i
CO} ∈ Deval do

T̃ ik
BO = [R̃ik

BO|t̃ikBO] = T i
BE T̃

k
EC T̃

i
CO

23 t← t ∪ t̃ikBO

24 εmethod
std = standard devation(t)

15 data points each from the data bank. For each dataset, we estimate the camera to end-effector
pose using the classical baselines. We also estimate the camera to end-effector pose from each of
the RGB images using each of the learned methods and fuse all 15 estimates into a single estimate
using algorithm 1. In the third stage (lines 16-19), we obtain the estimates from the learning-based
methods for all of the images in the training data bank.

The final stage (lines 20-24) evaluates each of the methods. As in the real world we do not have
access to the ground truth camera to end-effector pose, we use an indirect error metric [13, 16]. Let
TBE be the end-effector to robot base pose, T̃EC be an estimate of the camera to end-effector pose
and T̃CO be an estimate of the AprilTag to camera pose. An estimate of the AprilTag to robot base
pose can be computed as

T̃BO = TBE T̃EC T̃CO

Now, for a single estimate of the camera to end-effector pose, T̃ k
EC and for each pair of end-effector

to robot base and AprilTag to camera poses, {T i
BE , T̃

i
CO} ∈ Deval, a different estimate of the

AprilTag to robot base pose can be computed, T̃ ik
BO = [R̃ik

BO|t̃ikBO]. We use the standard deviation
of all estimated AprilTag to robot base positions for a single method, t̃ikBO for all i, k, as an indirect
measure of the accuracy of that method. The higher the precision of the estimated camera to end-
effector matrix, the lower the spread of the estimated AprilTag positions in the robot base frame,
and hence, the lower the standard deviation.
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RG2 Gripper Jaco Hand Gripper Baxter Suction Gripper

Figure 5: Illustration of additional grippers tested.

Gripper εt [mm] εR [degrees]

Sawyer (13.4± 4.1) (4.4± 1.4)
Sawyer (fusion) (13.4± 4.1) (4.4± 1.4)
Jaco Hand (10.1± 4.0) (3.6± 1.4)
Jaco Hand (fusion) (9.9± 3.8) (3.5± 1.3)
RG2 (10.3± 3.8) (4.5± 1.3)
RG2 (fusion) (10.3± 3.8) (4.5± 1.3)
Baxter Suction (11.2± 4.3) (3.8± 1.4)
Baxter Suction (fusion) (11.1± 4.2) (3.8± 1.4)

Table 4: Direct Regression performance of four different grippers in simulation.

4.3 Additional Gripper Experiments

In order to ensure there is nothing particular about the Sawyer two-finger gripper we used in our
experiments, we further test our best performing method with three additional simulated grippers,
which are illustrated in fig. 5. As such, we train the direct regression model on a second two-finger
gripper, a three-finger gripper, and a suction gripper. We evaluate the performance on each using our
simulation testing procedure and report the results in table 4. We also append the performance on
the Sawyer two-finger gripper we reported in the main paper for reference. From the table, see that
the test performance on the tree grippers is very similar, which indicates that our method could be
applied to any gripper requirement. We note that setting up each new gripper training is very simple
and only requires the gripper model to be replaced in simulation, which can be accomplished in a
time of the order of 5 minutes. As such, considering the dataset generation and training with the
direct regression method, the additional time required to get the direct regression method working
on a new gripper is approximately 2 hours in total.
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