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The appendix is organized as follows. In Appendix[A] we provide a counterexample for lack of target law identification in
the criss-cross MNAR model using continuous variables under normal distributions. Appendix [B]contains our identification
proofs in the exponential family distribution: target law with univariate X (B.I)), target law with multivariate X
and full law (B.3). In Appendix [C| we include several examples on parametric identification of popular distributions in
the exponential family distributions. Appendix |D| contains our proofs regarding asymptotic behaviors of our suggested
estimators for conditional likelihood with order statistics and generalized method of moments (D.2). In Appendix [El
we provide additional discussions on (non)parametric estimation approaches. Appendix [F] contains additional experiments.

A COUNTEREXAMPLE FOR LACK OF TARGET LAW IDENTIFICATION
Consider two distinct distributions p; and p, defined over variables in {X,Y, R,, R, } as follows:

Model 1: Y ~ N(1,1), X | Y ~ N(y,1), p1(Rs = 1 | ) = ﬁ+exvp[5/ ey and

pi(Ry=1]2z,R;) = {‘ZS( x), when R, =1

gb(””—\/é), when R, =0

H ~ 6 ~ exp[ 12 (y— 1)2]
Model 2: Y ~ N(1,2), X | Y ~ N(y,1), p2(R; =1 | y) = /o onw]- 3 (y_l)z],and
¢(x), when R, =1
exp(—5) « \/%qb(x —I), when R, = 0.
Here ¢(.) denotes the standard normal CDF, and p;(x,y, Ry, Ry) = pi(y) p(z | y) pi(Rs | y) pi(Ry | x,Ry), i = 1,2.
Note that p; # po. In what follows, we analyze the four missingness patterns one by one and show that the above two

models map to the exact same observed data distribution and thus the target law is not identifiable as a unique function of
the observed data law.

pz(Ry =1 | SC7RI) = {

1. Missingness pattern (R, = 1, R, = 1). We need to prove

pl(xay»Rx = 17Ry = 1) =p2(£v,y,Rz = 17Ry = 1)'
This holds since
) p|y)p(Re=1]y)p1 (Ry=1]|2,R, =1)
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_ b ex L - exp [* ox —le
_m@ p{ 2><g(y 1)}><p( | y) x §+exp[—1(y—1)2]xm p{ : }
=p2(y) p(x|y) p2(Re =1 |y)p2 (Ry =12, R, = 1).

2. Missingness pattern (R, = 1, R, = 0). We need to prove

/pl(;my,Rw 1R, = 0)dy = /pg(:my,Rw 1R, = 0)dy.
That is,
/pl(y)p(w ly)p (Re =1]y)p1 (Ry =02, R, =1)dy
- / P W)p( | Y)ps (R = 1| y)pa (R, = 0| 2, R, = 1) dy.
Or in other words:
[ o1t o (B = 19 dy— [ prple |90 (B =1 9)pa(Ry = 1|2, R = Dy
— [ palwppler | o (Be =1 [9)dy— [ paulpte |y} (B = 1| 9)pa(Ry = 1| . R = )y,

Since [p1(y)p(z | y)p1 (Re =1 y)p1(Ry =1 | 2, Rx = 1)dy = [p2(y)p(x | y)p2 (Re = 1| y)p2(Ry =1 |
x, R, = 1)dy holds by the missingness pattern (R, = 1, R, = 1), we only need to show

/pl(y)p(x ly)p1 (Re = 1] y)dy = /pz(y)p(fr | y)p2 (Re = 1] y)dy.
‘We have:

pi(y)plx|y)pi (R, =11y)

=

1 1
= expd —=(y— 1)} x plz|y) x
V27 p{ 2" } Pty 5 4exp [~ (y —1)?]

=12 xpte | x 2201

\/ng exp [— 5 (y — 1)?]

_ {_1
BN AR
=p2(y) p(x [y) p2 (Re =11 y).

. Missingness pattern (R, = 0, 2, = 1). We need to prove

/pl(x,y,Rw =0,R, =1)dz = /pg(x,y,Rw =0,R, = 1)dz.

For any p and o > 0, it is true that

dx

2
1, 1, 1 2 o?
}‘*"P [*5” T ot T X(“F) 211

o?+1

" 1 2 o o? 2 o? 2
— 3 a - 2:4 (/ 7‘> 5 |, 4 (/ f) 5 |, 4
op 9w 2 |” v y+02 <72+1+ y+02 o2 +1
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Thus, we have:
PP (R =01) [ pla [9)ps (By =12 Rs = 0)d
1 eXp[ %(y—l 5 1 25
= exp ep — = X —
Vor \[ exp |- ~/27T T 2%
1\f o { 7( 1y Lo, b 1><25}
= —\/= xpy -5 —1)" = =y Yy—5 X —
o 6\/3 ) 12 27 "6 276
Stexp|-5(y—1)?
2, 8
xexp{—y +2y—}
27r\/7\[+exp Ly -1)? 5 5
:p(y)pz(Rz:Oly)/p(xly)pz(Ryil\xRT—O)d
1 1 Ve s 21 1 ) 19
(- <o 5 a2 P |71 T Y T 36
fﬂxp [~ - 1)? T
L r,_ 4
“1Y Y 36

6
2><5

exp % 71

= ——e¢x
V2T P

1\F
271' \/7+exp %
2, 8

—= 2y — = 5.

Yo+ 2y 3}

0 exp{ .

1

27r \/7 \[ + exp 72
4. Missingness pattern (12, = 0, R, = 0). We need to prove
[ prtei e =0.R, = 0)dody = [ pae.y. R = 0. B, = 0)dady,

)
which is guaranteed to hold since the previous three missingness patterns yield the same observed data law and the fact

that probabilities should integrate to one
This concludes the claim that the target law is not identified in the criss-cross MNAR model



B IDENTIFICATION PROOFS

B.1 THEOREM (TARGET LAW PARAMETRIC IDENTIFICATION: UNIVARIATE X)

We have

X ~ exp{x%_@bx(m) + g (5 <I>I)}
x

vix~ e { P e ) g(utn) = a+ e

The parameters of interest are § = (v, 8, D, 7., P,.). Since p(x | y) is nonparametrically (np)-identified, we can select two
distinct points of X, say 7 and x( and write

plai|y) _ ply [@)p(a) | ply | zo)p(zo) _ ply | 1)  pla1)

p(xo | y) p(y) ' p(y) p(y | xo)  p(xo)
_ eXp{y(Ul — o) —5(771) - b(ﬁo)]} % eXp{nm(x;); o) +c(ar; @y) — c(o; <I>z)} .

We take a log on both sides. The left-hand side is only a function of y. Suppose the coefficient of y on the left-hand side is ¢
and the intercept is ;. For the ease of notation, define ¢ = [g o ]! and ¢ = b([g o ] ~1). We can then write the following:

P b -
G(0) = {_[b(Th) — b(mo)] n Nz (@1 — x0)

)= M= _ gou ot @iB) —lgopl (ot aof) _ pla+mib) —platwf)

P D,
) {_ blson et =B) ~b(lsop (@t 20B))] | nalar = z0)

+ c(z1; Py) — c(wo; @w)}

o o,

_ {—C(a+$15) + ((a+ 20 3) n Nz (21 — o)
N ) P,

+ c(z1; Dg) — c(@o; (I)x)}

+e(z1; Dy) — c(zo; @m)}.

Suppose we have k + 1 distinct values of x. We can then create 2k equations like above, say ¢; and (; with: =1,... k.
The core of our identification proof relies on the implicit function theorem. In order to use this theorem, the above equations
need to satisfy the followings:

1. There exists at least one solution 6 that satisfies the above equations,
2. ¢;(0) and ¢; () are continuous in ©, i.e., the parameter space with 6 as an inner point,

3. ¢:(0) and (;(0) are first order partially differentiable in ©,

4. Let® = {¢1,...,¢0r} and Z = {(1, . .., (i }. Define the Jacobian matrix J as J = 9(®. Z) '\which is described below:

o(0)
¢ (atzif)— ¢ (a+z0B) ¢ (atzif)ar—¢ (a+zoB)0 @ (a+218) — (@ +103) 0 0
¢ (at+aiB)— ¢ (a+a08) ¢ (a+ad) e —¢ (a+aoB)ay la+ah)—pla+aod) 0 0
= ¢ (a+mB) = (atwoB) ¢ (ataiB)o—( (a+mB)zo  Clatz18)—C(a+z08) =1 —0 ”":(2;“) + ac(j&,f)” - f’c(gg,f“

¢(at+af) = ¢ (a+aB) ((ataf)an—( (a+rzofoe (lataf)—Clataos) ap—mzo —tlyre) 4 0lgeta) _ O]

J must be of full rank under (6o, ¢;(6o), ¢;(6o)),

5. The number of equations must be greater or equal to the number of unknown parameters, i.e., 2k > dim(9).



Under the above conditions, there exists neighborhood U around the true parameters 6y as U = B (0p,€) C O, and the

neighborhood V" around (¢;(6o), (;(6o)) as V' = B ((¢1(6o), . . -
uniquely defined functions g = (g1, . ..

a¢k(90)a<-1(00), A

,g2r) on V that each g; is first-order continuously differentiable. We have

,Ck(00)),m) C R** with e, > 0, and

=g ((bl(a)v SRR Cbk(e)v <1(9)’ ) Ck(e)) )
where (¢1(0),...,0r(0),(1(0),...,¢k(0)) € V, with @ € U. Given that the (¢1,...,¢x,C1,...,(x) We observed is
generated under the true value 6y, which is observed (¢1, ..., ¢k, (1y- -, Ck) = (91(60), - .-, Dk(60),(1(00), - - -, Ck(60)),
by applying g, we can uniquely find 6y = g (¢1(0o), - - -, #x(60), 1(00), - - -, Ck(6o)) -
B.2 TARGET LAW PARAMETRIC IDENTIFICATION: MULTIVARIATE X
B.2.1 Multivariate normal X
Suppose
X ~ Ng(p, X)
b
Y | X ~exp {w + c(y; @)} . g(u(n) = a+a’p.
Assume the nuisance parameter 3 is known and 6 = (o, 8, @, 1). We can write down the following equation:
plaily) _plyle)  ple)
p(@oly) p(lzo) p(z0)
— —[b —-b 1 _ 1 _
= exp {y(m o) <[1> () = (o)} } exp {—2 (@1 —p) " 7 (@ —p) + 5 (@o = )8 (w0 — u)} :
Taking a log on both sides yields the following equation:
— b —-b 1 1
log p (1 | 9)] ~ log p (z0 | )] =y x M0 - P20 eyt D - T - ).

The left-hand side is only a function of y. Suppose the coefficient of y is ¢; and the intercept is (;. For the ease of notation,

define ¢ = [go u]~! and ¢ = b([g o 1]~ 1). Then, we obtain the following equation:
pr(0) = M0 _ lgon "t (a+afB) —lgon " (a+aiB) _¢(atalp)—p(a+afp)
T e P o
G = LB L Tt 4 L o - ) S (o )
T
_ atef) @C(a+$06) —%(m —w)" 2 (1 —M)+%(xo—u)TE_1(xo—,u).

Suppose we have k + 1 distinct values of x. Thus, we can construct 2k equations, ¢; and (; withi =1,.. .,

use this theorem, the above equations need to satisfy the followings:

k. In order to

1. There exists at least one solution 6 that satisfies the above equations,

2. ¢;(0) and ¢; () are continuous on O, i.e., the parameter space with 6, as an inner point,

3. ¢;(0) and (;(0) are first order partially differentiable on ©,

4. Let® = {¢1,..., ¢} and Z = {(y, ..., (s }. Define then Jacobian matrix J as .J = <(6) , described below:
¢ (a+af )—@’(oﬂrrg ) ¢ (ataiB)al —¢ (atagh)ag ¢ (a+af )—w(aﬂf ) 0
I cp’(aJr”ckﬁ) o (a+afB) ¢ (a+alB)al —¢ (a+2fB)xf (onrxk[)’) o (a+ 2 B) (:)T )
C(a+alB)— ¢ (a+alB) ¢ (a+alp)al C(a—kxoﬂ)xo C(a+r1,3) <( +adB)  (z1—m) T
L¢ (o + 2] B) ;g" (a+afB) ¢ (a+z{B) xfig’ (a+afB)af C(a+alp) ;C(a—&—xgﬁ) (w —x.o)TEfl




J must be of full rank under (0, ¢;(6p), (;(60)),

5. The number of equations must be greater or equal to the number of unknown parameters, i.e., 2k > dim(0).
Under the special case where Y | X ~ N (a + 273, ®), we have:
(i —x0)" B

¢i(0) = >
a+x?ﬁ2— oz—i—xTﬁ2 1 _ 1 _
o) = - ) m( o) 5 (@i = W) S @i = )+ 5 (w0 — )" 27 (20 — ),
wherei € (1,...,k), and
[ (z1—x0)” (z1—z0)" i
0 1 q)o _(x @20 0
0 (wr—z0)" _ (xk_wZO)Tﬁ 0
— P )
J . ($1—(910>0)T5 . a(acl—xo)T—i—B;(mla:lT—moxg) (oz—i—ac?ﬁ)i;ga—l—xgﬁf (xl . xO)T y—1
_@=e)8  _alesoo)T+6 (@ref ~wosf)  (atafH)—(atall B () T 5o
L P P 292
After performing some rank-preserving modifications to this matrix, we have
[ 0 (1‘1 — xo)T —(1‘1 — xo)Tﬁ 0 i
J 0 (l‘l —l‘o)T —(T$12—$0)TTﬂ ) 0
(@ —w0)"B - [04(551 —x0)" + BT (w12] — woiﬁg)} e ;(aﬂo 2 (z1 — xo)T »-t
(2, — fUO)Tﬁ o [oz(:rk . JTO)T + /BT(ZL‘]{(L"{ _ mox(];ﬂ (a+$£5)25(a+ﬂ?gl3)2 (25 — zO)T 2—1_

The dimension of J is dim(J) = 2k x (2 + 2d). Assume 2k > (2 + 2d). A sufficient condition to make J full rank is
knowing at least a.

Note that in this example p(X | Y') is in the exponential family, since:

p(x|y) = %
_ 27312
= exp {— [y (a;&)x ﬂ)} + log \/217r7<1> - %(x —w)Is Nz — p) + log m — log(y)}
—a)? —_aB)T - T onT
_ exp{ W 2;) n (yB q)oz‘ ) ot (5[;(;1 ) +log \/2171.7(1) S %ITZ—II _ %MTZ—I# " logm _ log(y)}

:exp{

Here tr(.) denotes the trace of the input matrix and vec(.) refers to the vectorization operation applied to the input matrix,
e.g., Anxm, as stacking the rows of the matrix one by one to form a long column vector with size nm, i.e.,

T
WB—aB)”  pooy vee(887) x (y—a)? L L ry1 L
Wp—opb) | re-1 YR ) - 1 ATy e - Ty log
o th ' 20 vec (z2T) 20 +log on® 5 Y v+ log

1
W - 10%(1&’)}-

vec[A] = vec oo =1 aim
apl - Qpm

anm



B.2.2 Multinomial X

7/87®’77)'

Suppose
X ~ Multinomialg(n, p),
yn — b(n
Y [ X ~exp {q)() + c(y; @)} » o gu(n) = a+a"B,
where p = (p1, ..., paq) is the vector of event probabilities and n is the number of trials. We can write p(z) = exp[zTn +
c(z)] withn = (logpy, ... ,logpd) ;c(x) = log .. Assume the nuisance parameter 7 is known and 6 = («
We can write down the following:
plrily) _pylz) p(x1)
X
p(zoly)  pylzo)  p(xo)
—n0) — [b(m) = b
_ exp { y (11— 10) ([I) (1) — b (10)] } exp {(xl o) e () — ¢ (mo)} .

Taking a log on both sides yields the following:

b(n1) —b(no)

log [p (x0 | y)] = y A2 3

log [p (21 | y)] —

+ (21— 20)" 0+ c(x1) — c(@0)

The left-hand side is only a function of y. Suppose the coefficient of y is ¢, and the intercept is ;. For the ease of notation,

define ¢ = [go ]! and ¢ = b([g o uz] ™). Thus, we obtain the following:

br(6) = =0 _ lgou "t (a+afp) —lgon " (a+afB) _¢(atalB) —(atafsp)

! o ) o
b —b
G0 = - L) )Tt ) — e (o)
a+x a+azd
— C( lﬂ)@g( 0/8)‘i‘(x]_x())Tn"—C(fEl)_C(xo).

Suppose we have k + 1 distinct values of z. Thus, we can construct 2k equations, ¢; and (; with7 =1,..., k. To apply the

implicit function theorem, the equations need to satisfy the following conditions:

1. There exists at least one solution 6 that satisfies the above equations,
2. ¢i(0) and ¢;(0) are continuous on O, i.e., the parameter space with §, as an inner point,

3. ¢i(0) and (;(0) are first order partially differentiable on ©,

4 Let® = {¢1,...,¢x} and Z = {G1, ..., G }. Define then Jacobian matrix .J as J = 257:2), described below:
(a+115) ¢ (a+alB) ¢ (a+alB)al —¢ (a+alB)al o(a+aT B) o (a+xf B) 0 T
S Zi O RN A ﬁ% IR Y
L (ot wkTﬂ) —(atafB) ¢ (a+aiB)ay . ((atagh)ag  C(a+aph) : Clatafp) (an- 7o) M,
where Maxa—1 = | fllfj{x’djl)lxd_l , Tis the identity matrix.

The Jacobian matrix J must be of full rank under (6o, ¢;(6o), ¢i(6o))-

5. The number of equations must be greater or equal to the number of unknown parameters, i.

e., 2k > dim(6).



Under the special case where Y | X ~ N (a + 27, <I>) , we have:

(i — 20)" B

T2 _ T 3)2

o) = O LOHHD) )Tyt () —clan), i€ (L2 R)

o (#120)" _(ma=a)"s 0 |
0 (2 —z0)" _ (@r=20)"8 0

J=

_ (m—(ﬂ;o)Tﬁ B a(a:l—xo)T-i-ﬂ;(ﬂ?lfclT—wowg) (a+$fﬁ)zgga+w5ﬂ)2 (;1:1 — .:UO)T M
_' T alzy,—x0)T .TxacT—ac:ET atzl 2;0493T 2

__(xk ;0) B a(rk—=0) +,3¢( kL 0%q ) (a+ k6)2<1>§ +zq B) (xk_ajO)TM‘

After performing some rank-preserving modifications to this matrix, we get:

[ 0 ($1 — $0)T —(1‘1 — $0)Tﬁ 0 T

I 0 (zg — x0)T —(Tl‘k - wo)TTﬁ . 0
(@ —20)TB = oz — x0)T + BT (w12] — zoxd)] ot £) ;(aﬂo B (4 —m)" M
(2 — 20)TB — [a(xk — 20)T + BT (wpal — 37037%’;)} (atzy B) ;(a+x0 B) (74 — mO)T M|

The dimension of J is dim(J) = 2k x (1 4 2d). Assume 2k > (1 + 2d). A sufficient condition to make J full rank is
knowing « or at least one element of 7.

Note that in this example, p(X | Y) is in the exponential family, since:

ply | z)p(z)
p(y)

_exp{_ UlChs 275))”

p(x|y) =

+ log

Vé;®-+xTn+-dx)—h%pQD}

(B — ap)" vee (387)"
{l¢>*”ﬁ:m

— )2
< vec (Q;'.TT) ) - % + c(x) B logp(y)} '

B.3 LEMMA (FULL LAW IDENTIFICATION)
Using the DAG factorization we have

p(X,)Y,R, =1,R, =1)=p(X,Y)p(R, =1|Y)p(R, =1| X, R, = 1).

Given the above relation and the fact that the target law p(X,Y") is identified, it is straightforward to conclude that p(R,, | Y)
is also identified. We now prove under the completeness condition, p(R,, | X, R, ) is also identified. Therefore the full law



is identified. The full observed data law can be written down as follows:

LunZaRi00) =[] s VR =R, =1 [ [pXYiR =1.R, = 0)dy
R,=1,R,=1 R.=1,R,=0

< ] /p(X,Y,Rz =0,R,=)dzx ] /p(X,Y,Rm =0, R, = 0)dzdy.
R,=0,R,=1 R,=0,R,=0

Given the fact that p(X,Y"), p(R, =1 |Y), and p(R, = 0, R, = 0) are all identified, the following would stay the same
across different models:

[[ px,YVR.=1R,=1)x ][] p(X,Y,R, =1,R, =0)dy x [] p(X,Y, R, =0, R, = 0)dxzdy.
Rp=1,Ry=1 Ry=1,Ry=0 Rp=0,Ry=0
Suppose there exist p1 (Ry | X, R;) and p2(Ry | X, R,;) such that

/p(X,Y)p(Rm =0[Y)pi(Ry = 1] Ry = 0, X)dz = /p(X, Y)p(Re = 0] Y)pa(Ry = 1| Ry = 0, X)dx
Letg(X)=pi(Ry=1|R;=0,X) —p2(R,=1]| R, =0,X), we have

p(RmZOIY:y)p(Y:y)/p(w\Y:y)g(x)dﬂfZO,Vy

This must mean that E[g(X) | y] = 0, Vy. In our case, g(X) is bounded, thus is with finite mean. Based on the completeness
condition, g(X) = 0 almost surely, which implies p1 (R, | X, R;) = p2(Ry | X, R,;) almost surely. This concludes that
the full law is indeed identified.



C EXAMPLES FROM THE EXPONENTIAL FAMILY DISTRIBUTIONS

In order to better illustrate the implications of Theorem [T} we provide explicit sufficient identification conditions in a
variety of examples in the class of exponential family distributions. In all subsequent examples, we assume that if X is
continuous, a sufficient number of unique X values have been observed such that the first condition in Theorem|I{ namely
that & > dim(0), is satisfied. If X is discrete, it is assumed that every category of X is observed in the sample.

C.1 X AND Y ARE BIVARIATE NORMAL

() = ml() o 728 )
~Y P 2 .
X 2 po102 03
According to Theorem 1} p(X,Y) is identifiable if at least 11 or uo is known, in addition to knowing at least one more
parameter in {01, 09, p}. As special cases, when either the marginal distribution of X or Y is known, we can identify

p(X,Y).

Suppose

The above claim can be proven as follows. First, we note that p(X | Y') also follows a normal distribution:
02 2\ 2
XY ~ Nzt p = (y—m), (L= p%) o3

Since p(X | Y') is nonparametrically identified, it means the mean and variance are both identifiable, i.e., o + p 22 (y — 1)
and (1 - p2) o2. Thus the following three parameters are identified:

g9 g9
po —p—m, p—, (1—p°)o3
g1 g1
Let 0 = (uq, 2, 01, 02, p). By taking derivative with respect to 6, we obtain the following Jacobian matrix:

—pZ 1 pZm —pim —Fm
0 0 —p%m Por 2
0 0 0 2 (1 — p2) oy —2po?

J

The number of unknown parameters is greater than the number of equations. To establish target law identification, we
need to assume two of the five parameters are known. However, not every pair of parameters will be useful in establishing
identification. We go over different options one by one: (|.J| denotes the determinant of matrix .J.)

1. Assume p1, po are known, then |J| # 0 = target law is identified

g2 1 g2
PozH1 —P M1 o M
o2

J=| —pZm po- 22
0 2 (1 — p2) oy —2po3

2. Assume pq, 07 are known, then |J| # 0 = target law is identified

1 —p%ul — 2
J=10 Py o
0 2 (1 - p2) oy —2p03

3. Assume 1, o3 are known, then |.J| # 0 = target law is identified

L pZm —Fm
1
J=10 —p3m 2

0 0 —2p0o3



4. Assume p1, p are known, then |J| #£ 0 = target law is identified

1 pBm —pym
— 1
J=10 —pFm Por

0 0 2(1=p?) o2

5. Assume pz, 0q are known, then |.J| # 0 = target law is identified

PG hapm —ghm
J=1 0 Por o
0 2 (1 — p2) oy —2po3

6. Assume pz, oo are known, then |.J| # 0 = target law is identified

P P
J=| 0 —pGm 2
0 0 —2p03

This recovers the case studied in [Zhao and Shaol [2015]].

7. Assume pz, p are known, then |.J| # 0 = target law is identified

—pZ  pHm —pym
J=| 0  —pZm Por
0 0 2(1—p?) oz

8. Assume o1, 02 are known, then |J| = 0 = target law is not identified

_g2

o 7
J = 0 0 -
0 0 —2po2

9. Assume o1, p are known, then |.J| = 0 = target law is not identified

—pZ 1 —p%m
J=| 0 0 po
0 0 2(1-p?) o2

10. Assume o9, p are known, then |J| = 0 = target law is not identified
e b pgm
J = 0 0 —pBm

1

0 0 0

This concludes that under the bivariate normal distribution, the target law is identified if either pq or uo is known, in addition
to knowing at least one more parameter in {01, 02, p}.

It is straightforward to show that p(X | ') lies in the exponential family.

C.2 X ANDY | X ARE NORMAL UNDER INVERSE LINK

Suppose

X~N(de),  Y|X~N(a+p2)"6).



According to Theorem [I} p(X,Y") is identifiable without any additional assumptions on the unknown parameter vector
0 = (a, B, &, i, ¢..). This can be proven as follows: based on Theorem we have the following equations,

(a+ Bazy) " = (a+ Bao) ™"

¢i(0) =
( ¢
bl(a+ e = b[(a+ Bro) ] |
¢ p (i — @0
o) =4 - T )t (i, 62) — (w0, 62)
¢ o
) —2 - -2 L 2 )
= 7(a+ﬂxl) (o + o) + p (i — o) _ 4 xo, wherei € (1,...,k).
2¢ b 2¢,
The Jacobian matrix is as follows:
[ (at+Bz1) % —(a+Bro) "2 (at+Bz1) 2zi—(at+Bre) 2zo _ (at+Bz1) "' —(at+Bre) " 0 0 T
[l ) ¢2
_(o4Bzp) ?—(a+Bro)®  _ (o+Bzr) Par—(atBro) 0 (a+5mk)71;(a+ﬁro)71 0 0
¢ ¢ ¢
2(a+ﬁw1)73—(a+6zo)73 9 (atBz1) Px1—(atBxo) Pxo (at+Bz1) > —(a+Bzo)? z1—z9 (T1—z0)(T1+T0—24)
2¢ 2¢ 2¢2 b 202
2(a+ﬁxk)_3f(a+ﬁxo)_3 2 (atBzr) Pap—(atBro) Pz (at+Bzr) "% —(at+Bzo)? zp—xo (Tr—xo)(xp+T0—2uU)
L 2¢ 2¢ 242 [ors 242 i
After performing some rank-preserving modifications to this matrix, we get:
Mo+ Bz1) % = (a4 Bxo) > (a+B21) 2z — (a4 Bxo) 20 (a+Bz1) " — (a+ Bzo) " 0 0 1
(a+ﬁxk)72 ,(a+5z0)*2 (a+[3xk)72 Ty — (a+,6’xo)72 Zo (a+,8xk.)71 - (a+ﬂxo)71 0 0
(a4 B21) ™% = (a+ Buo) > (a+B21) 21 — (a+ Bro) Pmo L [(a +B21) 2 = (a+ /j‘xo)*z] 21— 2o (21— @0) (21 + 20 — 200)
(a4 Bar) ™ = (a+Bro) ™ (a+ Bux) Pz — (a+ Bro) Pzp L [(a Ba) T — (a+ [3.7:0)_2] ok — 0 (@, — o) (i + 20 — 241 |

which is of full rank.
It is worth pointing out that unlike the example in (C.1), p(X | V') in this example is not in the exponential family, since:

oo | y) = Pl Dp@) _ N((@+b)™ o) N (p 0%)

p(y) p(y)
2
1
(y - a+bw> (x —p)?
=ex — +lo +lo —lo
p 207 g Varos 502 8 oo gp(y)
1 2y 2
e ~ axbs T Y 1 (x —p)? 1
(a+bx)? a+bx 1%
—expKl — + lo — +lo —1lo .
p { 207 8 Vamos 202 8 oo gp(y)

C.3 X AND Y ARE BINARY
Suppose p(X =0,Y =1) =p1,p(X =1,Y =0) = p2, p(X =0,Y =0) = p3,and p(X = 1,Y = 1) = p4, where
221:1 p; = 1,p; # 0. The unknown parameters of interest are 6 = (p1, p2, P3, Pa)-

In this binary case, there are at most two distinct values of X as 0 or 1. According to Theorem p(X,Y) is identifiable if
any one of p; is known or marginal distribution of either X or Y is known.

In order to prove the above claim, we look at two distinct parameterizations of p(X,Y’).



C.3.1 Parameterization 1
Suppose p1 = p(X =0,Y =1),po =p(X =1,Y =0),p3 =p(X =0,Y =0),ps(X =1,Y =1),p; #0,i =
1,...,4.
Since p(X | Y) is nonparametrically identified, we obtain the following three equations with four unknowns:
4

P4 P2
pX=1|Y=1)= , pX=1|Y=0)= , pi=1
X=ty=n= B =1y =0 = B S

In order to possibly achieve identification, we need to assume one parameter is known. We consider the four different
scenarios one by one.

1. Assume p; is known, then |.J| # 0 = target law is identified

p
I? 2 IR
I 3 —P2
J= (p2+p3)®>  (p2+ps)® 0
1 1 1

2. Assume po is known, then |J| # 0 = target law is identified

__—Pa _ 0 p1
(p1+pa)? » (p1+pa)?
— 3
e 0 (p2+ps3)?
1 1 1

3. Assume pj is known, then |.J| # 0 = target law is identified

—Pa 0 p1

(p1+pa)? b (p1+pa)®
J = 0 (p2+ps)?
1 1 1
4. Assume py is known, then |.J| # 0 = target law is identified
—Pa
(p1+pa)® pO (1)7
J— 3 — P2
J= 0 (p2+p3)®  (p2+ps)®
1 1 1

In the binary case, it is also useful to assume

1. Assume p(Y = 1) = py + p4 is known, then |.J| # 0 = target law is identified

___ Pa P
e 0

(p1+pa)?
O D3 _ D2
J = (p2+p3)? (p2+ps)?
1 1 1 1
1 0 0 1

2. Assume p(X = 1) = py + p4 is known, then |.J| # 0 = target law is identified

_ 2 p1
(p1+ps)? 0 0 (p1+pa)®
0 Y 2] _ P2 0
J = (p2+ps)? (p2+ps)?
1 1 1 1

0 1 0 1



C.3.2 Parameterization 2

We can also adopt another parameterization. Suppose
X ~ Bern(p), Y | X ~ Bern(a + bX)

More specifically,

p(x) = exp {xlog T + log(1 —p)} =exp{z-n, —log(l+e™)} wheren, = log T b
-p —-p
ply | 2) = (a +bx)(1 —a—bx)' ™"
a+bx
exp {yton -0 4 ogl1 — (a+ )]

The parameter vector of interest is § = (a, b, 7, ). Based on Theorem we have the following equations. Note that since X
is binary, there are at most two distinct values of X. Therefore, we have the following two equations:

a+ bxy a+ bxg
:1 —
¢1(6) = log 1—(a+bxy) Bl (a + bxp)
C1(o) =log[l — (a+ bxy)] —log [l — (a+ bxo)] + (z1 — o) N, Where z17 = 1,29 = 0.

The resulted Jacobian matrix is:

0
T1 — Zo

1 a1 1
J = (a+b)[1—_(1a+b)l~_ i,(l—a) (a+b)[1_—1(a+b)]
1—(a+b) l1—a 1—(a+b)

This concludes that in order to establish target law identification, we need to know at least one parameter in {a, b, 7, }.

It is straightforward to show that p(X | Y) lies in the exponential family.

C.4 X ISBINARY ANDY | X IS NORMAL UNDER CANONICAL LINK

Suppose
X ~ Bern(p), Y|X~N(a+bX,0§).

More specifically,

+ log(1 —p)} =exp{z-n—log(l+¢€")}, wheren = log 1 P

T —x p
p(z) =p"(1 - p)* —eXp{:v~log1_p

1 2
y(a + bx) ¢2(a+b£€) n [_yz _ 110g(2ﬂ-¢)} } , where ¢ = 05.

2¢ 2
The unknown parameter vector of interest is § = (a, b, ¢, 7). According to Theorem[I] p(X,Y’) is identifiable if at either a
or 7 is known, in addition to knowing one extra parameter in #. Knowing 7 is equivalent to knowing p.

p(yll’)ZeXp{

In order to prove the above claim, we can construct the following equations: (note that when X is binary, we only have at
most two distinct values)

(a+bxy) — (a+bxg) blx; —x0)

¢ 9 = =
bay)® — bag)?
¢1(0) = _(a+ z1) 2¢(a+ 7o) +n(x1 — xo), where z1 = 1,29 = 0.
The Jacobian matrix is:
T1—x _ b(z1—=z0)
J = O 1¢ ] 2 2 ¢2 O
_b(mi—wo) _ 9@1—w0)+b(ef—w)  (a+bri)—(atbuo)? T1 — Tg

¢ ¢ 2¢2



After some rank-preserving operations, we get:

0

1 — X9

1 — o 0

1 a(z—z)+b(2f—23) a(z—xz)+5(2—23) 1]°

This concludes the claim that a sufficient set of assumptions for target law identification is knowing either a or 7, in addition

to knowing one more parameter in 6.

Note that in this example, p(X | Y) is in exponential family since:

ply | z)p(z)

N, (a + bz, 05) p*(1—p)t==

p(z]y) = e

Oy

p(y)

2

V2moy,

o2

{ 1 (z,2?) (2ab — 2by, bz)T +(a—1y)?
= exp 75

Yy

— exp{(x,:BQ) (_abo;by +

log(

1
+lo
g\/27my
T
P )_b2> ~(a—y)?
1—p 202 207

+axlogp+ (1 —x)log(l —p) —log [p(y)]}

C.5 X ISPOISSON AND Y | X IS NORMAL UNDER CANONICAL LINK

Suppose

X ~ Poisson(A),

More specifically,

p(l/|:17)exp{y(a—'—bx)_é(UL"‘baE)2 é/;
/\k -
plr=k) = ]:!

The unknown parameter vector of interest is § = (a, b, o2 )\). According to Theorem |1} p(X,Y") is identifiable if either a

or \ is known.

) Y

Y| X ~N(a+bz,0,).

1

5 log (27rgb)] } , where ¢ = o

= exp{klog A — X — log k!} = exp {kn, — e"* —log k!}, where n,, = log A

In order to prove the above claim, we can construct the following equations:

bx;) — b b(x; —
(m(a):(aJr x;) — (a4 brg)  b(x; — x0)
¢ ¢
a+ bx; 2 _(a + bag)?
Cz‘(g):*( ) 2¢( o) + 0 (x; — 20) + (—log z;! + log xo!) ,
The Jacobian matrix is then as follows:
r 0 1 —xo o (bzlgzo) 0 T
0 @a—xg _ (bz'za;%) 0
(-) Tk —Zg _ (bzlzbgzo) O
J= | _bari—w) _alei=wo)tb(ei-ad) ((l+bx1)22;2(a+bxo)2 T — Tg
_b(zz—zo)  _ G(LIJQ—JL'())-;;Z)(QL‘%—QL‘S) (a+bw2)22;2(a+bwo)2 Ty — To
= b(mk(;mo) B a(xkfmo);b(acifmg) (a+bxk)22;2(a+bm0)2 P

+xzlogp+ (1 — x)log(l — p) — log [p(y)]}

+log ﬁ +log(1 —p) —log [p(y)}} :

where i € (1,...,k)



After some rank-preserving operations, we get:

[ 0 1 — Xo 1 — Xo 0

0 T2 — X0 T2 — X0 0

0 T — o T — o 0
z1—x0 a(xi—x0)+b(2? —23) a(vi—mo)+ L (22 —2d) 21— 20
za—x0 a(xa—20)+b(23 —23) a(za—mo)+ 5 (23 —22) 22— a0
|2k — 2o a(xp —x0)+b (xi — mg) a(zy — xo) + g (J’J% — x%) T — To |

We need to know either a or 7, to establish identifiability.

Note that in this example, p(X | Y) is in the exponential family since:
)

zefk
ply | 2)p(z) Ny (a+bz, o) 25

p@ly) = ply) p(y)

1 y(a+bm))2 1
= eX —_—= _— +IO 74»%10 A*A*IO ,T'*lO
p{ 3 ( o g Varos g g g p(y)

T 2
1 1 (m, x2) (2ab — 2by — 205 log \, b2) + (a—vy) 1
:exp{2 5 +logﬁ — A —logp(y)

9y TOy

b—by — o2 log A 2\" — )2
= 1lexp{(337x2) (—%7— b ) Gt ) +log
T

2 2
oy 203 2073

\/%Gy A= logp(y)} :

C.6 X IS EXPONENTIAL AND Y | X IS NORMAL UNDER CANONICAL LINK

Suppose
X ~ exponential(\), Y| X ~N(a+bx,ol).

Py
More specifically,
p(z) = Ae > = exp{—Az + log A}
y(a+bz) — 3(a+ bx)? y> 1

ply|z) = exp{ 3 + 2% 2 log (27r¢)] } where ¢ = 03

The unknown vector of parameters is 6 = (a, b, ¢, ). According to Theorem[I] p(X,Y") is identifiable if either a or \ is
known.

In order to prove the above claim, we can construct the following equations:

b (iCZ — ZL'())
¢i(0) = Ea—
ba;)? — bro)?
gi(e):_(” z:) w(“* Z0) — M@ —xo), whereie (1,...,k)
The Jacobian matrix is
r 0 .m;.ro _b(flqﬁ;ﬂﬂo) 0 T
0 Zuz2o —blzpoze) 0

J = _b(m;wo) _a(m—xo)-;b(xf—xg) (a+bzl)22;2(a+bw0)2 _(xl _ CL‘O)
- b(mk(b_mo) _ a(xkfzo)q;b(mi 7063) (a+bmk)22;2(a+bxo)2 —(xk _ 1‘0)_




After some rank-preserving operations, we get:

[ 0 r1 — o 1 — 2o 0

0 Tr — X T — To 0
z1—x0 —[a(z1—z0)+b (22 —22)] —[alzi—z0)+ 2L (22 —22)] z1—a0
|2k —T0 — [a (z — o) + b (xi — x%)} — [a (g — o) + g (;vi - x%)] Tp — To |

This concludes the initial claim.

Note that in this example, p(X | Y) is in the exponential family since:

ply | o)p) _ N ((a+bx),ay) re™

1 =""00) »(v)
1(y—(a+bx)\> 1
- o (y=teror) )y log A — Az — 1
eXp{ 3 < o + log Varon +log A — Az — log p(y)
1 (z,27%) (2ab — 2by — 20\, b2)T +(a—1y)? 1
=ex —— +log ——— +log A — lo
p{ 3 = & Jaray T 108 gp(y)
T
9 ab—by —oi\ b ) (a —y)? 1
=ex z,2°) [ —— Y ] — +lo +log X —lo .
p{( )( = 207 202 8 Jarg, 18 gp(y)

C.7 X IS EXPONENTIAL AND Y | X IS EXPONENTIAL UNDER CANONICAL LINK

Suppose
X ~ exponential(\,)
Y | X ~ exponential(A) = exp{y(—A) + log A} = exp{y(a + bx) + log[—(a + bx)]}.
The unknown parameter vector is ¢ = (a,b, \,). According to Theorem [I| and without any further assumptions on 6,

p(X,Y) is identifiable.

In order to prove the above claim, we can construct the following equations:

¢i(0) =log[—(a+ bx;)] — log[—(a + bxg)] — Az (x; —x0), 1€ (1,...,k)

The Jacobian matrix is

i 0 1 — Xo 0
J 0 T — X9 0
= 1 _ 1 ry _ _ _Zxo _ _
a+bxq a+bxg a+bxy a+bxg (‘Tl 2130)
1 _ 1 Tk X0 _ _
La-+bxy a+bxg a+bxy a+bxg (‘rk (E())_

After some rank-preserving operations, we get:

0 Tr1 — o 0

0 T2 — X0 0

0 T — Xo 0

1 1 1
(a+bm1)1(a+b;vg) (a+bw1)1(a+baco)

(a+bx2)(a+bzo) (a+bx2)(a+bzo) 1

1 1 1

| (at+bxk)(at+bzo)  (atbzy)(a+bzo) i



This matrix is full rank and thus it concludes the initial claim.

Note that in this example, p(X | Y) is not in exponential family (unless a and b are known), since:

p(z | y) = p(y | z)p(x) _ exp {y(a + bz) + log[—(a + bx)] + x(—Az) + log A, }
p(y) p(y) '

The main difficulty is with the term log[—(a + bx)].



D ESTIMATION PROOFS
D.1 THEOREM] (CONDITIONAL LIKELIHOOD WITH ORDER STATISTICS)

Proof. Denote 1(0) = — xi—1y L1<icren Rus Ry, Ry Ry, 1og{1 + Qi (0)}. Following the Taylor expansion, we have

aleg) a6y d21(o) .
=2V 00 N7V,
0="3 = a9 T0- 05 +o(N"7)
Therefore,

~ 321(00)) " ~0l(6)

N0 —0y) =— N 1).
VEE- 00 =~ { T VR o,

Since both % and % are U-statistics, from the theory of U-statistics, we have

9%1(00) » al(0o) a

gz A and VN 55— N, B),

which completes the proof. O

D.2 THEOREM (GENERALIZED ESTIMATING EQUATIONS)

Proof. The proof of (a) is straightforward following the standard argument of generalized estimating equations, so omitted
here. In order to find the optimal choice for f(Y"), we can compute

C=E{-V'(X,Y,R,,Ry;60)}

R.R, JE(X | Y)

=E
p(R,=1|R; =1,X) 00

)"

6=0q

OE(X |Y) T
RxT ezeof(Y)

= E{w(Y)a(Y)f(¥)"},

=E

and

_ o [(xX—Ex|v))? _ _ ) - ,
where b(Y) = E (%) | Y| and w(Y) = p(R, = 1| Y). Based on Cauchy-Schwarz inequality, we have

E (uvT) {E (va) }71 E (vuT) <E (uuT)
with equality hold at w = v. Here M < N simply means M — N is negative semi-definite.

Define v = \/w(Y)/b(Y) f(Y) and u = %a(Y}, then we have

E{w(Y) f(Y)a(Y)T} [E{w(¥)b(Y) (V) FV) T E{w(Y)a(¥)f(V)T} < E{ oY) a(Y)a(Y)T} Jie.



w(Y)
b(Y)

E { “’<Y)a(y>a<y)T}_ E{w(Y)b(Y) S (Y)f (V) YEQu(Y)F(V)a(Y)"} " 2 E{ a(Y)a(Y)T}_ -

a(Y)
b(Y)

-1
the optimal variance {%a(Y)a(Y)T} . O

Note that the right-hand side is irrespective of f(Y"). Thus, when f(Y') = fo,u(Y) =

, the equality holds, and we have



E ADDITIONAL DISCUSSIONS ON ESTIMATION
E.1 NONPARAMETRIC ESTIMATION UNDER ADDITIONAL ASSUMPTIONS

In addition to independence restrictions in display , we assume p(R, = 1 | Ry, X) is not a function of X when R, = 0.
This additional assumptions moves us from the criss-cross MNAR model to the permutation model considered by |Robins
[1997]. In the permutation model, one can proceed with estimation of arbitrary functions of X and Y as follows.

Let our parameter of interest be 85, = E[h(X,Y")], which can be identified via the following function of the observed data:

R, R, h(X,Y) }
p(Re=1|Y)p(R,=1|R, =1,X%)

Bn=E

The core idea of deriving the efficient influence function (EIF) for (3}, is to use an intermediate variable that first takes care
of the missingness of X, and then Y in a sequential manner. Intuitively, this is due to the fact that we can rewrite 3}, via an
intermediate variable 5, (X, R;,Y") as follows:

~ R,

) R =TT

R ~
h(X,Y), ﬂhE[p(Ry:1ny,X*) ﬂh(XszaY)]

R, ~
o(Bn } where
~ — ~p(Ry:1‘Ran*) ( )
o(Br) = EIFEh + E[B] and EIFEh denotes the efficient influence function for [£ [,Bh (X, Ry, Y)] . Therefore, we first need
to derive the EIF for E[5, (X, R,,Y)].

The claim made by [Robins| [1997] is that EIF for ), is equal to the EIF for E [

OE[By (p)]
Oe

o / pR,,,,h (X,Y)

== X,Y,
e (R:E:1\Y)dp€( Y, Ry)

[ RA(XY) R.h(X,Y)
[ TS R V) dp (KR + [ B S (XY R dp (XY,

_ _/ R,E[h(X,Y)| Ry =1,Y] Ryh(X,Y)

| .
e s vy + [ R s (VR dp (YR

__/{RIIE[h(X,_Y)RI—l,Y]
N p(Rzzl‘Y)

—E[h(X,Y)| R, = 1,Y]} S(R,,Y)dp(Ry,Y)

R:h(X)Y)
+,/{p7(3z Y E[h(X,Y)]}S(X,Y,Rm)dp(X,Y,Rx)

77/{R1E[h(X,Y)\R,,,:1,X}
B p(R,=1]Y)

—Eh(X,Y)| R, = 1,Y]} S (Y, Ry, X)dp (Ry, X,Y)

R,h(X,Y)

Therefore, the efficient influence function for E[Eh], denoted by EIFﬁh’ is as follows

EIF; = ﬁ{h(x, Y)~E[h(X.Y)| R, =1,Y] } n {]E[h(X, Y)| R, =1,Y] - E[h(X,Y)]}.

Thus we get:

R,

ST

{h(X,Y)—E[h(X,Y)|RI:1,Y]}+E[h(X,Y)|Rw:1,Y].

RZ/
p(R, = 1| Ry, X*)

Following a similar procedure, we can easily obtain the EIF for E [ qﬁ(gh)] , which yields the EIF for

By, as follows:

R ~ > * P *
Bl = 1 e (00 — BL0G) | Ry R X1+ { E[0G) | Ry = 1 Re X°] = .




E.2 MAXIMUM LIKELIHOOD ESTIMATION

In the criss-cross MNAR model, the observed full data likelihood, denoted by L (Z; 0), can be written down as follows:

LY R0,0) = [ XY Re=LR,=1)x [] /p(X,Y,RI — 1R, = 0)dy
Rp=1,R,=1 Rp=1,R,=0
X H /p(X, Y,R, = 0,R, = 1)dz x H /p(X, Y,R, = 0, R, = 0)dzdy
R,=0,R,=1 R,=0,R,=0

Under the conditions of Theorem|[I]and Condition[I] one can simply estimate the entire parameter vector of the full law,
assuming the parametric forms of the propensity scores in the missingness mechanism are known.



Estimation methods
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Figure 1: OR estimation under model misspecification.

F ADDITIONAL EXPERIMENTAL RESULTS

F.1 SIMULATION RESULTS

Varying p. We examine the effect of changing the correlation coefficient on the efficiency of the estimators by varying p
across the range of values from -0.9 to 0.9, with increments of 0.2. The sample size used is N = 1000. Table|[I] displays the
standard deviation (SD) of the three suggested estimators for different values of p. To avoid distorting the SD patterns after
applying the Delta method, we summarize the SD of the direct estimates of each method instead of converting it to OR. The
results indicate that both GEE methods provide more efficient estimators when X and Y are highly correlated, but exhibit
more estimation uncertainty when the correlation is low. In contrast, the conditional likelihood estimator has less variability
when the correlation is low.

Table 1: Standard deviation of estimators with varying correlation between
XandY

p 5 (non-optimal GEE) [ (optimal GEE) logOR(conditional likelihood)

-0.9 0.0468 0.0354 0.1272
-0.7 0.0678 0.0622 0.0470
-0.5 0.0847 0.1033 0.0268
-0.3 0.108 0.1319 0.0206
-0.1 0.127 0.1023 0.0201
0.1 0.118 0.0979 0.0179
0.3 0.154 0.0783 0.0189
0.5 0.0877 0.0535 0.0267
0.7 0.0628 0.0432 0.0413
0.9 0.0296 0.0211 0.0917

Model misspecification. To understand the behavior of the proposed estimators under model misspecification, we generate
data under missing mechanism for Y as p(R, = 1 | X, R,) = expit(2 — R, + 0.7X + 0.2X?). While estimation with
GEE is carried out, the relations between R, and {X, R, } is assumed to be linear. Under model misspecification, Figure
illustrates that both GEE methods fail to provide an unbiased estimate of the OR despite an increasing sample size. The
conditional likelihood still yields unbiased estimates especially with large sample size. Same observation is made in the
estimation of o and 3 as shown in Table[2] Bias and high MSE persist for both methods even with large sample size whereas
SD shrinks as sample size increases.

The simulation results indicate all three methods yield unbiased estimators when the model is correctly specified. GEE
methods are more efficient than the conditional likelihood. As expected, the optimal GEE is consistently more efficient
than the non-optimal GEE regardless of the sample size. On the other hand, for OR estimation, the conditional likelihood



Table 2: Estimation under model misspecification

Non-optimal GEE Optimal GEE

N Statistics «@ 153 « B
500 bias  -0.3435 0.1260 -0.3352 0.1224
MSE 0.1180  0.0159 0.1124 0.0150
SD 0.4557  0.1966 0.4483 0.1930
1000  bias  -0.4667 0.1607 -0.4606 0.1578
MSE 0.2178  0.0258 0.2122  0.0249
SD 0.3254  0.1397 0.3160 0.1346
2000  bias  -0.4859 0.1737 -0.4747 0.1689
MSE  0.2361 0.0302 0.2253 0.0285
SD 0.2343  0.1041 0.2358 0.1042
4000 bias  -0.4497 0.1616 -0.4387 0.1568
MSE 0.2022  0.0261 0.1924 0.0246
SD 0.1524  0.0689 0.1487 0.0673

method is more robust under model misspecification meaning that it yields unbiased estimators even when p(R,, | X, R,,)
is misspecified. In the presence of a strong correlation between X and Y, the GEE estimators exhibit higher efficiency.
Conversely, under conditions of weak correlation, the conditional likelihood estimator displays higher efficiency.

F.2 REAL DATA RESULTS

We also applied our proposed methods to analyze data from the KLIPS dataset, which includes information on monthly
income for 2511 regular wage earners in 2005 and 2006. The combined monthly income for these two years has approximately
40% missing data. Our objective was to investigate whether past income has a lasting effect on future income. We defined X
as the logarithm of monthly income in 2005 and Y as the logarithm of monthly income in 2006. Based on empirical data
distributions, we assumed that X, Y, and X |Y are normally distributed. Specifically, we modeled X|Y as N(a + 3Y, 02),
where o2 was empirically estimated.

Using our nonparametric identification results, we were able to determine « and 5 without making any additional assumptions.
For estimating these parameters, we employed generalized estimating equations (GEEs). Additionally, we used all three
methods to estimate log(OR), where OR represents the odds ratio between the income of the two years. The parameter
estimates obtained are summarized in Table

Table 3: Parameter estimates for KLIPS data

a B log(OR)
Non-optimal GEE  0.25 (0.289) 0.923 (0.055) 12.621 (0.706)
Optimal GEE 0.348 (0.153) 0.905 (0.029) 12.364 (0.376)
Pseudo-likelihood 10.467 (0.025)

The findings presented above indicate a significant and persistent effect of income. Specifically, high income in the past is
strongly predictive of high income in the future, and conversely, low income in the past is predictive of low income in the
future. These results provide confirmation that the optimal GEE approach outperforms the non-optimal GEE, particularly in
terms of higher efficiency when dealing with continuous variable distributions.
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