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Abstract001

As AI systems take on collaborative roles,002
they must reason about shared goals and be-003
liefs—not just generate fluent language. The004
Rational Speech Act (RSA) framework offers005
a principled approach to pragmatic reasoning,006
but existing extensions face challenges in scal-007
ing to multi-turn, collaborative scenarios. In008
this paper, we introduce Collaborative Rational009
Speech Act (CRSA), an information-theoretic010
(IT) extension of RSA that models multi-turn011
dialog by optimizing a gain function adapted012
from rate-distortion theory. This gain is an ex-013
tension of the gain model that is maximized in014
the original RSA model but takes into account015
the scenario in which both agents in a conver-016
sation have private information and produce ut-017
terances conditioned on the dialog. We demon-018
strate the effectiveness of CRSA on referen-019
tial games and template-based doctor–patient020
dialogs in the medical domain. Empirical re-021
sults show that CRSA yields more consistent,022
interpretable, and collaborative behavior than023
existing baselines—paving the way for more024
pragmatic and socially aware language agents.025

1 Introduction026

Modeling conversations is central to the devel-027

opment of grounded and useful agentic AI sys-028

tems, which are increasingly characterized by col-029

laborative interactions between humans and ma-030

chines. Several applications benefit from dialog031

systems capable of natural and pragmatic inter-032

actions with users. For instance, in the medical033

domain, conversational agents could support di-034

agnostic interviews (Tu et al., 2025) or serve as035

tools for physician training in controlled environ-036

ments (Karunanayake, 2025). In enterprise settings,037

dialog agents could autonomously handle routine038

tasks—such as scheduling, data entry, or report039

generation—freeing human effort for higher-level040

decision-making (Tupe and Thube, 2025; Satav,041

2025). In education, they offer the potential to042

personalize content delivery, adapting to learners’ 043

styles and paces (Nabhani et al., 2025; Vorobyeva 044

et al., 2025). While such applications are still 045

emerging, a key enabler is the development of mod- 046

els that can manage collaborative, goal-oriented 047

interactions in a robust and interpretable manner. 048

To succeed in real-world settings, dialog 049

generative-based models must do more than gen- 050

erate fluent language—they must track shared 051

tasks to communicate meaningfully and contex- 052

tually (Lin et al., 2024). For example, a physician 053

in a diagnostic exchange refines hypotheses as the 054

conversation evolves, requiring interpretable and 055

scalable frameworks for reliable interaction. 056

Yet, many existing models prioritize task- 057

specific response generation (He et al., 2017; Jiang 058

et al., 2019; Meta Fundamental AI Research Diplo- 059

macy Team (FAIR) et al., 2022), or optimize for 060

superficial conversation properties using narrowly 061

defined objectives (Khani et al., 2018; Dafoe et al., 062

2020; Lin et al., 2024; Jeon et al., 2020). While 063

these methods often yield strong performance, they 064

typically lack principled foundations and depend 065

on ad hoc design choices. 066

The Rational Speech Act (RSA) frame- 067

work (Frank and Goodman, 2012) offers a princi- 068

pled foundation for modeling pragmatic reasoning 069

as recursive social inference between speakers and 070

listeners. Viewed through an information-theoretic 071

(IT) lens, RSA approximates a Rate-Distortion 072

solution (Cover and Thomas, 2001), where the 073

listener reconstructs intended meaning from ob- 074

served utterances (Zaslavsky et al., 2021). RSA 075

has successfully captured phenomena such as ref- 076

erence (Degen et al., 2020), implicature (Bergen 077

et al., 2016), and vagueness (Herbstritt and Franke, 078

2019), and powered applications from grounded 079

captioning (Cohn-Gordon et al., 2018) to controlled 080

generation (Wang and Demberg, 2024). Yet, de- 081

spite this promise, existing RSA extensions remain 082

limited in multi-turn, task-oriented dialog: they 083
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struggle to model evolving beliefs or integrate di-084

alog history (Carenini et al., 2024; Degen, 2023).085

We argue this shortfall stems from the absence of a086

unified, theoretically grounded mechanism for be-087

lief and task tracking in collaborative interaction.088

Contributions089

Our main contributions are as follows:090

• We introduce Collaborative RSA (CRSA), a091

novel, information-theoretically grounded exten-092

sion of the RSA framework tailored for multi-093

turn, goal-driven dialog.094

• A generalized multi-turn gain function: We095

extend the rate-distortion to model multi-turn col-096

laborative settings of RSA, capturing both task097

progression and evolving partner beliefs. CRSA098

jointly models the agent’s belief about (i) the099

shared task target and (ii) the interlocutor’s pri-100

vate knowledge—enabling socially aware and101

context-sensitive communication.102

• Empirical validation: We evaluate CRSA on103

referential games and semi-automatically gener-104

ated doctor-patient dialogs, showing that it im-105

proves consistency, interpretability, and collabo-106

rative alignment compared to existing baselines.107

2 Related work108

RSA model and pragmatics. The Rational109

Speech Act (RSA) framework (Frank and Good-110

man, 2012) serves as a model for pragmatic com-111

munication designed to emulate human behavior in112

linguistic tasks (Degen et al., 2020; Bergen et al.,113

2016; Herbstritt and Franke, 2019). This frame-114

work is both conceptually intuitive and computa-115

tionally versatile, making it readily adaptable for116

integration with neural language models to tackle117

more intricate challenges, including machine trans-118

lation (Cohn-Gordon and Goodman, 2019), image119

captioning (Cohn-Gordon et al., 2018), control-120

lable text generation (Shen et al., 2019; Wang and121

Demberg, 2024). Extensions to the original RSA122

framework have been proposed to accommodate123

more complex scenarios. For instance, adaptations124

have addressed cases where agents lack shared vo-125

cabularies (Bergen et al., 2016) or where common126

ground evolves dynamically during interaction (De-127

gen et al., 2015). A comprehensive overview of128

RSA’s development and its numerous variants is129

provided by Degen (2023).130

Information-theoretic results for interactive131

rate-distortion. Information theory offers a ro-132

bust framework for analyzing communication 133

as the exchange of information between agents. 134

Within this domain, the rate-distortion prob- 135

lem (Shannon, 1993) offers a principled way to 136

balance compression efficiency with the fidelity of 137

reconstruction. This problem has been pivotal in 138

exploring the trade-offs between fidelity and com- 139

pression in message transmission. Kaspi (1985) 140

investigated scenarios involving two agents engag- 141

ing in iterative interactions to collaboratively infer 142

each other’s observations. Building on this founda- 143

tion, Rey Vega et al. (2017) extended the analysis 144

to multi-agent contexts, accommodating commu- 145

nication frameworks with three or more partici- 146

pants and significantly advancing the understand- 147

ing of collective information exchange. Focusing 148

on two-agent systems, Vera et al. (2019) explored 149

a variation wherein each agent is tasked not merely 150

with understanding one another but with predicting 151

a target random variable representing a (possible 152

stochastic) function of each other’s observations. 153

This approach highlights the promise of IT meth- 154

ods in supporting more efficient and collaborative 155

communication among agents in complex environ- 156

ments, as shown by Zaslavsky et al. (2021), who 157

reformulate the standard RSA framework as a rate- 158

distortion optimization problem. 159

Collaborative dialog modeling. Multiple works 160

frame a collaborative or task-oriented dialog as 161

a Partially Observable Markov Decision Process 162

(POMDP) (Williams and Young, 2007), which pro- 163

vide a suitable framework to model end-to-end net- 164

works on specific tasks (Wen et al., 2017; Jiang 165

et al., 2019). Reinforcement Learning has been 166

widely used in this context, in order to provide in- 167

terpretable and trackable training procedures that 168

incorporate the structure of the dialog in their pol- 169

icy training or decoding strategy (Lin et al., 2024; 170

Li et al., 2016; Xu et al., 2025). Related to this, 171

game-theoretic perspective has also been used in di- 172

alog modeling (Jeon et al., 2020; Lin et al., 2022). 173

In this context, multiple tasks and datasets have 174

been developed to evaluate dialog modeling (He 175

et al., 2017; Khani et al., 2018; Macherla et al., 176

2023), usually by assessing the task performance 177

and the similarity with human conversations. The 178

RSA model has also found applications in dialog 179

systems, often complementing neural models to 180

enhance agent self-awareness (Kim et al., 2020) 181

or to improve the interpretation of emotional sub- 182

text (Kim et al., 2021). 183
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Figure 1: RSA variants proposed in this work(1b, 1c)
compared to the original one (1a).

3 Review of the RSA Model from the184

Lens of Information Theory185

Fig. 1a presents a schematic view of the classic186

RSA model from an information-theoretic perspec-187

tive. Here, a meaning m ∈ M is received by the188

speaker S : M×U → [0, 1] who uses it to produce189

a posterior probability S(u|m) for all possible ut-190

terances u ∈ U . The utterance u is then transmitted191

to the listener L : U ×M → [0, 1] who produces192

a posterior L(m̂|u) for all possible reconstructions193

m̂ ∈ M of the meaning m that the speaker is try-194

ing to convey. Additionally, there is a distribution195

P : M → [0, 1] that is known by the two agents196

and represents the prior of the meanings. Finally,197

the function C : U → R assigns a prior cost value198

to each utterance produced by the speaker.199

In the classic RSA model, agents update their200

values based on the other’s perspective. For sim-201

plicity, and without loss of generality, we adopt202

the listener’s viewpoint—assuming the speaker up-203

dates first1:204

Sk+1(u|m̂) ∝ exp
[
α(logLk(m̂|u)− C(u)

]
,205

Lk+1(m̂|u) ∝ Sk+1(u|m̂)P (m̂).206

1In the classic RSA literature, the literal listener (speaker)
is usually represented with L0 (S0) and the pragmatic with L1

(S1). Here, we will reserve the subindex notation for the turn
number and denote the level of pragmatism of each agent by
using the super index Lk (Sk) with k = 0, 1, . . . ,K.

In this case, the listener is initialized with a prede- 207

fined lexicon function L : U ×M → 0, 1, which 208

specifies the possible meanings associated with 209

each utterance: 210

L0(m̂|u) ∝ P (m̂)L(u, m̂). 211

Zaslavsky et al. (2021) show that this iteration pro- 212

cess is equivalent to maximize the next objective: 213

Gα
RSA(L,S)=HS(U |M̂)+αES [VL(U,M̂)], (1) 214

where HS(U |M̂) is the conditional entropy be- 215

tween the estimated meanings and the utterances, 216

VL(u, m̂) ≜ logL(m̂|u)−C(u) is called the “lis- 217

tener value”, and ES [VL] is computed with respect 218

to the distribution of the speaker. That is, 219

HS(U |M̂)=−
∑

∀ (u,m̂)

PS(u, m̂)logS(u|m̂), 220

ES [VL]=
∑

∀ (u,m̂)

PS(u, m̂)VL(u, m̂), 221

where PS(u, m̂) ≜ S(u|m̂)P (m̂) represents the 222

joint probability of the speaker. 223

4 Main Theoretical Results 224

4.1 Modeling private meanings (YRSA) 225

To extend the RSA model to bidirectional dialogue 226

with explicit task modeling, we first distinguish be- 227

tween private meanings and shared task outcomes. 228

In real conversations, each participant holds their 229

own prior knowledge and worldview, which may 230

differ from that of their interlocutor. In our exam- 231

ple of a dialogue between a patient and a physician: 232

the patient must describe their symptoms, which 233

are not directly observable by the physician, while 234

the physician brings medical expertise the patient 235

lacks. Both types of knowledge are essential to 236

determine the appropriate diagnosis or treatment 237

plan. Notably, neither the patient’s symptoms nor 238

the physician’s prior knowledge fully align with 239

the shared goal of the conversation, i.e. the identifi- 240

cation of a suitable medical outcome. 241

In this context, we identify the need of repre- 242

senting a private set of meanings MA and MB 243

for each agent, which may or may not match. In 244

addition, the result y of the shared task is going to 245

be represented with a separate space Y that con- 246

tains all the possible outcomes of it. For simplicity, 247

we will assume that all these are discrete spaces. 248

Fig. 1b represents a schematic of this model. We 249

will refer to this extension as the YRSA model. 250
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The YRSA model redefines the notion of prior251

from the classic RSA framework by condition-252

ing the dialogue on the joint realization of the253

agents’ private meanings (mA, mB) and the shared254

task target y, which together define the context255

in which the interaction unfolds. Importantly, we256

assume for the development of our model that257

both the realizations and the joint distribution of258

these three variables do not change over time dur-259

ing the conversation. This implies that the prior260

is completely defined by the joint distribution261

P : MA×MB ×Y → [0, 1] given to both agents.262

We now turn to defining the updated agent pos-263

teriors. The new speaker S : MA × U → [0, 1]264

produces a posterior S(u|mA) that only depends265

on its the private meaning mA. Similarly, the lis-266

tener L : MB × U × Y → [0, 1] is represented267

by the posterior L(y|mB, u), which is conditional268

independent of the private meanings mA. In this269

formulation, the representation of task performance270

is delegated to the listener, who updates their belief271

upon receiving the utterance.272

We can now propose the corresponding gain273

function to be maximized by this model:274

Gα
Y RSA(L, S) = HS(U |MA)275

+ αES [VL(U,MB, Y )] (2)276

with VL(u,mB, y) = logL(y|u,mB)−C(u) and277

HS(U |MA) defined as in the classic RSA. A de-278

tailed derivation of the equations used to maximize279

this function is provided in Appendix A.280

4.2 The CRSA Model281

Effective collaboration requires not only model-282

ing agents’ private meanings and the shared task,283

but also supporting multi-turn dialogue. In a med-284

ical consultation, for instance, the patient shares285

symptoms and background, while the physician286

asks questions, proposes diagnoses, and recom-287

mends treatments. To capture such interactions,288

we denote the speaker’s utterance at turn t as289

Ut, and the dialogue history up to that point as290

Wt = (U1, . . . , Ut−1), representing the sequence291

of prior exchanges.292

4.2.1 Modeling multi-turn dialog with explicit293

history (baseline)294

The attempt of previous approaches to incorporate295

the history of the conversation to the RSA model296

rely on defining the lexicon (or directly the literal297

listener/speaker) as a function of each turn (Wang298

and Demberg, 2024; Kim et al., 2020; Lin et al., 299

2022). In many cases, this lexicon is given by the 300

output of a neural language model and can be very 301

robust to the evolving dialog. However, that variant 302

of the RSA does not correspond to maximizing 303

the gain of Eq. (1), but a modified version of it in 304

which Ut is replaced by (Ut,Wt): 305

HS(Ut,Wt|M̂)+αES [VL(Ut,Wt,M̂ ,Y )]. (3) 306

This is equivalent to applying an RSA model 307

at each turn by initializing it with a lexicon 308

L(ut, m̂, wt) depending on wt, the past utterances. 309

The issue with Eq. (3) is that the speaker’s ut- 310

terance Ut at turn t is modeled jointly with the 311

dialogue history Wt, rather than being explicitly 312

conditioned on it. To express the gain in terms 313

of the conditional entropy of the current utterance 314

alone, we condition it on both the dialogue his- 315

tory Wt and the speaker’s intended meaning M̂ , 316

rather than on M̂ alone. In Section 4.2.2, we for- 317

mally introduce the corresponding expressions of 318

the CRSA model, which incorporates this notion 319

of multi-turn conditioned to the past utterances, as 320

well as private meanings and target task. 321

4.2.2 Equations of the CRSA model 322

Figure 1c illustrates our extension of the YRSA 323

model to the collaborative setting. As in the orig- 324

inal setup, agents alternate roles—one acting as 325

the speaker, the other as the listener—to achieve 326

a shared task. Each agent has access to a private 327

meaning space, MA or MB , which remains hid- 328

den from their counterpart. Then, at turn t, the 329

private meanings of the speaker will correspond 330

to the meanings of the agent playing the role of 331

the speaker and vice-versa. We refer as MSt and 332

MLt to the private meanings of the speaker and 333

the listener at turn t, respectively. Both agents also 334

have access to the conversation history, denoted as 335

wt = (u1, . . . , ut−1) ∈ Wt ≜ U1 × · · · × Ut−1, 336

where each Ui represents the space of possible ut- 337

terances at turn i. The shared objective is to jointly 338

predict a target class y from a finite discrete set Y . 339

As discussed earlier, the joint distribution 340

P (mA,mB, y) serves as a fixed prior through- 341

out the conversation. To maintain consistency as 342

agents alternate roles, we define the prior at turn t 343

over the active speaker and listener meanings, i.e., 344

P (mSt ,mLt , y), as follows: 345

Pt(mSt ,mLt , y)=

{
P (mSt ,mLt , y) if St=A

P⊤(mLt ,mSt , y) if St=B
346
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where P⊤ : MB ×MA × Y → [0, 1] is such as347

P⊤(b, a, y) = P (a, b, y).348

Formally, we define the distribution of each349

agent at turn t. The speaker St : MSt×Ut×Wt →350

[0, 1] produces a posterior St(ut|mSt , wt) that de-351

pends on its private meaning mSt and the past352

utterances wt. On the other hand, the listener353

Lt : MLt × U ×Wt × Y → [0, 1] is represented354

by the posterior Lt(y|mLt , ut, wt) which is inde-355

pendent of the private meanings of the speaker.356

Building on the gain function in Eq. (1), we357

extend the joint speaker distribution and listener358

utility to incorporate private meanings and multi-359

turn dialogue:360

PS(ut, wt,mSt ,mLt , y) ≜ St(ut|mSt , wt)×361

PS(wt|mSt ,mLt)Pt(mSt ,mLt , y),362

VL(ut, wt,mLt , y)≜ logLt(y|ut,mLt ,wt)−C(ut).363

Then, we define one gain function at each turn to364

be maximized:365

Gα
CRSA(Lt, SSt) = HSt(Ut|MSt ,Wt)366

+ αESt [VL(Ut,Wt,MSt ,MLt ,Y )], (4)367

where the expectation of both terms is over PS . In368

all cases, we will model PS(wt|mSt ,mLt) with the369

past speakers’ utterances:370

PS(wt|mSt ,mLt) =371 ∏
i<t

Si=St

Si(ui|wi,mSt)

︸ ︷︷ ︸
BL,t(mSt )

∏
i<t

Si ̸=St

Si(ui|wi,mLt)

︸ ︷︷ ︸
BS,t(mLt )

. (5)372

This formulation naturally leads to interpreting373

BL,t(mSt) and BS,t(mLt) as each agent’s belief374

about their interlocutor’s private meaning. In Sec-375

tion 5, we illustrate why this interpretation is rea-376

sonable with a concrete example.377

Once modeled the gain, the equations that corre-378

spond to its maximization are the following:379

Sk+1
t (ut|wt,mSt) ∝380

exp
[
α

∑
∀(mLt ,y)

B′
t(mSt ,mLt , y)VL(ut, wt,mLt , y)

]
,381

Lk+1
t (y|ut, wt,mLt) ∝382 ∑

∀mSt

BS,t(mSt)Pt(mSt ,mLt , y)S
k+1
t (ut|wt,mSt),383

where we replace B′
t(mS ,mL, y) = 384

BS,t(mL)P (mL|mS)∑
∀m′

L
BS,t(m′

L)P (m′
L|mS)

P (y|mL,mS). (6) 385

A complete derivation of these equations is pro- 386

vided in Appendix B. Finally, there is no single 387

prescribed method for initializing the iteration at 388

each turn. In Section 5, we adopt the listener’s 389

perspective and explore two variants of the initial 390

lexicon L, initializing the literal listener as: 391

L0(y|ut,wt,mLt) ∝ 392∑
∀mS

P (mS ,mLt , y)Lut,wt(mSt) (7) 393

with Lut,wt(mSt) depending on the variant of the 394

RSA. In contrast, in Section 6 we initialize the 395

literal speaker directly with a LLM: 396

S0
t (ut|mSt , wt) ∝ PLM (ut|wt, prompt(mSt)),

(8) 397

where prompt(mSt) is the text used to prompt the 398

speaker at that turn. As shown, CRSA retains the 399

flexibility of the original RSA framework in mod- 400

eling both the listener’s and speaker’s perspectives. 401

5 CRSA for Reference Games 402

To evaluate CRSA, we adapt the reference game 403

of Khani et al. (2018). In this setting, two agents 404

are shown the same sequence of N cards, each 405

labeled with one letter (A or B) and one number 406

(1 or 2). Agent A sees only the letter on each card, 407

while Agent B sees only the number. Their goal 408

is to collaboratively identify the position of the 409

card labeled A1. At each turn, an agent may utter a 410

number from 1 to N , indicating a card position. For 411

simplicity, we assume that each round contains at 412

most one A1 card and that Agent A always initiates 413

the exchange. 414

5.1 Experimental set-up 415

For this simulation we consider that the set Ut of 416

possible utterances at turn t is always (∀t) the set 417

Ut = {1, . . . , N} representing the messages of 418

the form “A1 card may be at position n” with 419

n ∈ Ut. For the set Y of possible classes, the 420

results can be as well “A1 card may be at posi- 421

tion n”, with the addition that there is also the 422

possibility of “There is no A1 card”. That is, 423

Y = {0, 1, . . . , N} with 0 representing the men- 424

tioned possibility. Regarding the meaning spaces, 425
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they correspond to the possible sequences of length426

N that can be obtained combining without replace-427

ment the letters A and B (for agent A) and the428

numbers 1 and 2 (for agent B). That is, for instance429

if N = 3, MA = {AAA,AAB, . . . ,BBB} and430

MB = {111, 112, . . . , 222}. Finally, the prior dis-431

tribution P (mA,mB, y) can be defined as follows:432

P (mA,mB, y) ∝


1 if mA and mB form

A1 at position y

0 otherwise
433

Since this is a reference game, we adopt the lis-434

tener’s perspective. In all cases, the literal listener435

is initialized using Eq. (7), and different model vari-436

ants are defined based on the update equations and437

the specification of the lexicon Lut,wt(mSt).438

• CRSA: We apply the CRSA update equations439

and define a lexicon Lut,wt(mSt) = L(ut,mSt)440

that do not depend on wt:441

L(ut,mSt) =


1 if mSt contains A/1 at

position n and ut = n

1 if there is no A/1 in mSt

0 otherwise
(9)

442

• CRSA-Wt: We apply the CRSA update equa-443

tions, but with the lexicon Lut,wt(mSt) =444

L(ut,mSt , wt) depending on the the past wt. To445

define L(ut,mSt , wt), we follow the simple rule:446

L(ut,mSt , wt) =


0 if ut ∈ wt−1

∧ ut ̸= ut−1

L(ut,mSt) otherwise
(10)

447

We expect efficient conversational behavior in448

this game to involve repeating an utterance only449

to confirm the correct A1 card position. If the450

correct position is identified, agents should repeat451

the utterance until the round ends; otherwise,452

repeating it would be inefficient. The rule in453

Eq. (10) explicitly encodes this behavior.454

• YRSA: We initialize the listener using the YRSA455

iterative equations and the lexicon from Eq. (9),456

effectively applying the RSA iteration in the457

setting where each agent holds a private mean-458

ing—that is, the standard YRSA setup.459

• YRSA-Wt: The same as the one above but using460

Eq. (10) as lexicon instead of Eq. (9).461

• Literal: In this case, there is no iteration and we462

simply use Eq. (7) to predict the target. We use463

lexicon of Eq (9).464
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Figure 2: Average of correct predictions with the lis-
tener value (top) and information gain (bottom) for 500
rounds of the reference game.

• Literal-Wt: This is the same as above but using 465

Eq. (10) as lexicon. 466

• Prior: In this case, we compute P (y|mLt) 467

from P (mSt ,mLt , y) for all turns instead of 468

Lt(y|ut,mLt , wt). This case does not account 469

for the dialog or the current utterance. 470

5.2 Numerical results and discussion 471

Figure 2 presents the performance of the CRSA 472

model compared to baseline models for α = 2.5. 473

Each curve corresponds to a different model eval- 474

uated over 500 rounds of the game. The top plot 475

displays task accuracy, measured as the proportion 476

of correct guesses obtained by taking the argmax 477

of the listener’s posterior probability. As accu- 478

racy may not be fully representative of the con- 479

fidence on the decision made by the listener, we 480

also show the Information Gain (in the bottom 481

plot) for each turn t, computed as the difference 482
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Turn 1
SA: Position 1

Turn 2
SB: Position 5

Turn 3
SA: Position 5

Turn 4
SB: Position 5

Turn 5
SA: Position 2

Turn 6
SB: Position 5

111111 AAAAAA 111111 AAAAAA 111111 AAAAAA
111112 AAAAAB 111112 AAAAAB 111112 AAAAAB
111121 AAAABA 111121 AAAABA 111121 AAAABA
111122 AAAABB 111122 AAAABB 111122 AAAABB
111211 AAABAA 111211 AAABAA 111211 AAABAA
111212 AAABAB 111212 AAABAB 111212 AAABAB
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Figure 3: Internal belief of both agents.

IG(Lt) = HP (Y |MLt) − HL(Y |Ut,MLt ,Wt).483

That is, given a set of N rounds (all with the484

same number of turns), the listener’s conditional485

entropy is defined as HL(Y |Ut,MLt ,Wt) =486

−1/N
∑N

i=1 logL(y
(i)|u(i)t , w

(i)
t ,m

(i)
Lt
), and the487

conditional entropy of the prior is defined as488

HP (Y |MLt) = −1/N
∑N

i=1 logP (y(i)|m(i)
Lt
),489

where the super-index (i) denotes the value at490

round i. As P (y|mLt) takes no account for the491

interchanged utterances, this metric could be inter-492

preted as the amount of information gained by us-493

ing the utterances of the dialog up to turn t. For all494

models where there is iteration, we run the model495

until the gain converged using a tolerance of 1e−3,496

so the number of iterations may vary between each497

turn. We tried various values of α > 1 and all val-498

ues showed best performance of the CRSA model.499

For values α ≤ 1, all iterative algorithms always500

produced uniform distributions.501

As shown in the plots, the CRSA model outper-502

forms all baselines across both metrics. Moreover,503

incorporating a lexicon that depends on the past504

wt neither improves nor diminishes performance,505

suggesting that the information encoded in Eq. (10)506

is already effectively captured by the CRSA model.507

In contrast, the information in Eq. 10 is not cap-508

tured by the YRSA-Wt model, which appears to 509

improve as the conversation progresses. As ex- 510

pected, models that do not incorporate dialog his- 511

tory maintain consistent performance across turns, 512

with variations driven only by role changes. We 513

also observed that the CRSA model’s variance de- 514

creases over time, although this is not shown in the 515

plots for clarity. 516

Figure 3 presents an example of a dialogue be- 517

tween the agents, along with their internal belief 518

states at each turn. Each column displays the value 519

of BS,t(mLt) for each possible meaning mLt of the 520

listener at turn t. Notably, as the conversation pro- 521

gresses, the meanings associated with previously 522

uttered messages tend to gain higher belief values, 523

reflecting a refinement in the speaker’s inference 524

about the listener’s state. Here, the value that max- 525

imizes BS,t(mLt) at turn 6 does not correspond 526

exactly to the correct meaning, but it is a close ap- 527

proximation since the utterance “Position 6” never 528

occurred during the round. This supports inter- 529

preting BS,t(mLt) as the speaker’s belief about the 530

listener’s meaning mLt at turn t. 531

6 Modeling Conversations Using 532

Pragmatic LLMs 533

In this Section, we provide preliminary evidence 534

that the CRSA model can produce reasonably good 535

estimations of both the likelihood of each utterance 536

ut and the target y of the task in doctor–patient 537

conversations, which is the disease corresponding 538

to the symptoms described by the patient. To this 539

end, we used the MDDial dataset (Macherla et al., 540

2023), which consists of template-based conversa- 541

tions between a doctor and a patient. In each dialog, 542

the patient is assigned a subset of predefined symp- 543

toms, and the doctor must determine the correct 544

disease from a set of possible pathologies. 545

As anticipated in Section 4.2.2, in order to ap- 546

ply the pragmatic models, we compute the lit- 547

eral speaker with equation 8 using a pre-trained 548

LLaMA3.2–1B-Instruct language model. In this 549

equation, prompt(mSt) is the text used to prompt 550

the model with the relevant medical scenario. 551

When St is the doctor, the prompt includes spe- 552

cific instructions to ask questions and produce a 553

diagnosis, followed by two example doctor–patient 554

conversations. When St is the patient, the prompt 555

instructs the model to play the role of the patient. It 556

uses the same conversation examples as in the doc- 557

tor prompt but additionally includes the patient’s 558
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HS HL

CRSA 8.18 2.19
RSA 14.27 2.86
Literal 18.00 3.29

Table 1: Entropies for α = 2.5 of the listener and the
speaker for each model, computed for 65 samples of the
MDDial dataset.

current symptoms at that turn. The full prompts559

used can be found in Appendix C. In order to save560

computation, we pre-computed the value of the561

literal speaker for each possible combination of ut-562

terance ut and symptoms mSt for each turn t and563

then applied the update equations to that.564

Finally, since each dialog ends with the doctor565

explicitly stating the disease, we compute the final566

listener distribution LT (i)(y|uT (i) ,mL
T (i)

, wT (i))567

for the last turn T (i) of round i by replacing the568

disease name in the utterance with each candidate569

diagnosis y ∈ Y . This probability is used at each570

round as the listener probability of the literal model.571

6.1 Numerical results and discussion572

To evaluate performance, we compute the speaker573

entropy as HS = − 1
N

∑N
i=1

∑Ti
t=1 logSt

(
u
(i)
t |574

w
(i)
t ,m

(i)
St

)
, where N is the number of rounds and575

Ti is the number of turns in round i. For the576

Listener, we compute HL = − 1
N

∑N
i=1 LTi

(
y |577

uTi ,mLTi
, wTi

)
, which is analogous to the method578

described in Section 5, but considers only the dis-579

tribution at the final turn of each round.580

The results are presented in Table 1 for 65 sam-581

ples of the dataset and for a value of α = 2.5,582

which is the same as used for Section 5. We583

observed the same trend mentioned in that Sec-584

tion when varying the value of α. The CRSA585

model achieves substantially lower entropy for586

both the speaker and the listener, outperforming587

both the RSA and Literal baselines. While the588

utterances in the MDDial dataset are not natu-589

rally produced—since they follow pre-defined tem-590

plates—these results offer initial evidence that591

CRSA captures key aspects of pragmatic reasoning592

and task-oriented belief updates across turns.593

7 Summary and Concluding Remarks594

In this work, we introduced the Collaborative595

Rational Speech Act (CRSA) framework, an596

information-theoretic extension of RSA tailored597

for principled pragmatic reasoning in multi-turn,598

task-oriented dialogues. By integrating a novel 599

multi-turn gain function grounded in interactive 600

rate-distortion theory, CRSA effectively models 601

the evolving belief dynamics of both interlocu- 602

tors, overcoming key limitations of traditional RSA 603

in collaborative contexts. Our preliminary results 604

demonstrate that CRSA successfully captures the 605

progression of shared understanding, partner be- 606

liefs, and utterance generation, providing the way 607

for more natural and efficient communication in 608

complex conversational settings. 609

CRSA lays the foundation for developing conver- 610

sational agents driven by mathematically grounded 611

principles of pragmatic reasoning. This principled 612

formulation enhances both the interpretability and 613

controllability of agent behavior, enabling the con- 614

struction of language models that move beyond 615

surface-level fluency to demonstrate structured, so- 616

cially coherent, and contextually appropriate dia- 617

logue. In this way, CRSA represents a significant 618

step toward building pragmatic agents whose inter- 619

actions are not only effective but also firmly rooted 620

in the formal theory of communication. 621

Limitations 622

This work focuses on simulated referential 623

games and template-based doctor–patient dia- 624

logues, which, while controlled and insightful, do 625

not capture the full variability and complexity of 626

real-world conversations. Additionally, the CRSA 627

framework relies on a fixed, predefined set of possi- 628

ble utterances at each turn, limiting its applicability 629

to open-ended or generative dialogue scenarios in- 630

volving variable-length token sequences. These 631

factors currently restrict the scalability of our ap- 632

proach to more naturalistic domains. Future work 633

will aim to overcome these limitations by extending 634

CRSA to handle dynamically generated utterance 635

spaces and by evaluating its effectiveness in less 636

structured, real-world conversational settings. 637

Ethical considerations 638

This work presents a theoretically grounded frame- 639

work for pragmatic reasoning in multi-turn di- 640

alogs. It is primarily methodological and does 641

not involve direct deployment or interaction with 642

real users. The datasets employed—simulated ref- 643

erential games and template-based medical dia- 644

logues—are synthetic and contain no personal or 645

sensitive data. 646

However, since CRSA aims to inform the devel- 647
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opment of more interpretable, goal-driven conver-648

sational agents, potential applications in sensitive649

domains like automatic medical diagnosis raise im-650

portant ethical considerations. In such contexts,651

errors in belief tracking or task inference could652

result in incorrect recommendations, especially if653

users overestimate the system’s understanding or654

authority. While our medical domain experiments655

are purely illustrative and not intended for clinical656

use, they underscore the critical need for caution657

when adapting theoretical models to real-world di-658

agnostic settings. Future deployments must involve659

rigorous domain-specific validation, proper over-660

sight, and human supervision to ensure safety and661

reliability.662
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tion for Computational Linguistics.871

A Detailed Expressions of the YRSA872

Model873

In Zaslavsky et al. (2021), the authors propose874

to use the alternation maximization (AM) algo-875

rithm (Csiszár and Shields, 2004) to maximize the876

gain function of expession 1:877

Sk+1 = argmax
S

G(S,Lk),878

Lk+1 = argmax
L

G(Sk+1, L).879

If the same procedure is applied to the gain of880

equation 2 (the one corresponding to the YRSA881

model), then the following equations are obtained:882

Sk+1(u|mA) ∝883

exp
[
α(

∑
∀(mB ,y)

P (mB, y|mA)884

(log(Lk(y|mB, u))− C(u))
]
, (11)885

Lk+1(y|mB, u) ∝886 ∑
∀mA

P (mA,mB, y) · Sk+1(u|mA). (12)887

Additionally, if a lexicon L(u,mA) is given, the888

listener is initialized as889

L0(y|mB, u) ∝
∑
∀mA

P (mA,mB, y) · L(u,mA).

(13)

890

The proof of how to arrive to these equations is891

very similar to the ones to obtain the CRSA, which892

is presented in appendix B so we suggest to read893

that Section instead.894

B Derivation of the CRSA Model895

Expressions896

For the following derivation we have assumed that897

the speaker is agent A and the listener is agent B898

in order to simplify notation. In addition, since899

every variable depends on the turn, we will omit900

the subindex t for the same reason. We start by901

representing the speaker, the listener, the prior and902

the cost as matrices:903

sawu = S(u|mA, w) = [S]awu904

S ∈ [0, 1]MA×W×U 905

lbuwy = L(y|mB, u, w) = [L]buwy 906

L ∈ [0, 1]MB×U×W×Y 907

Pabyw = PS(mA,mb, y, w) = [P]abyw 908

P ∈ [0, 1]MA×MB×Y×W 909

cu = C(u) = [C]u 910

C ∈ RU 911

with the restrictions 912∑
u

sawu = 1,
∑
y

lbuwy = 1. (14) 913

The gain function at the turn t as a function of the 914

matrices S and L can be written as 915

G(S,L) = −
∑

abywu

sawuPabyw(log sawu+ 916

α(log lbuwy − cu)) 917

= −
∑
awu

sawuPaw log sawu+ 918

α
∑

abywu

sawuPabyw log lbuwy − cu 919

=
∑
w

Gw(S,L), (15) 920

where 921

Gw(S,L) = −
∑
au

sawuPaw log sawu 922

+α
∑
abyu

sawuPabyw log lbuwy − cu. (16) 923

Since the overall gain is a sum of the gain for a 924

specific utterance history w, taking the derivative 925

with respect to a different value of w cancels out 926

the other terms in the sum, so we can abbreviate 927

the notation by omitting the w subindex. Then, 928

the problem reduces to maximize the following 929

Lagrangian: 930

L(S,L) = −
∑
au

sauPa log sau 931

+ α

∑
abyu

sauPaby log lbuy − cu

 932

−
∑
a

λaga(S)−
∑
bu

λbugbu(L) 933

with 934

ga(S) = 1−
∑
u

sau = 0, 935
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gbu(L) = 1−
∑
y

lbuy = 0.936

Taking the gradient w.r.t sâû and lb̂ûŷ, we get937

∂L
∂sâû

= −Pa(log sâû + 1)938

+ α
∑
by

Paby(log lbûy − cû)− λâ = 0,939

∂L
∂lb̂ûŷ

=
α

lb̂ûŷ

∑
a

saûPab̂ŷ − λb̂û = 0.940

So it is straightforward to see that941

lb̂ûŷ ∝
∑
a

saûPab̂ŷ942

sâû ∝ exp

α
∑
by

Pâby

Pâ
(log lbûy − cû)

 .943

We can rewrite these equations in terms of the the944

original probabilities adding the past w and the turn945

t subindex:946

L(y|mB, ut, wt) ∝947 ∑
∀mA

S(ut|mA, wt)PS(mA,mB, y, wt)948

S(ut|mA, wt) ∝949

exp(α
∑

∀(mB ,y)

PS(mB, y|mA, wt)950

(logL(y|mB, ut, wt)− C(ut))951

Then, by applying equations 5 and 6 of Section 4.2952

we can directly obtain953

St(ut|wt,mSt) ∝ (17)954

exp(α
∑

∀(mLt ,y)

B′
t(mSt ,mLt , y)VL(ut, wt,mLt , y),955

Lt(y|ut, wt,mLt) ∝ (18)956 ∑
∀mSt

BS,t(mSt)Pt(mSt ,mLt , y)St(ut|wt,mSt).957

These are the equations that maximize the gain958

G(S,L) subject to the restrictions 14. Then, by959

applying again the alternation maximization algo-960

rithm we obtain the CRSA algorithm.961

C Prompts used in the MDDial dataset962

We prompt two different models for generating963

the lexicons defined in Section 6. The first one964

(the one for the patient) contained the following 965

instructions: 966

You are an assistant that simulates 967

to be a patient who has a disease and 968

describes the symptoms to the user, which 969

is a medical doctor. 970

Here is an example of a conversation 971

between the assitant (i.e., the patient) 972

and the user (i.e., the doctor). You 973

are experiencing the following symptoms: 974

Fear of cold, Poor sleep, Feel sick 975

and vomit, Syncope, Increased stool 976

frequency, Blood in the tears, Hoarse, 977

Loss of appetite, Dizzy, Expectoration, 978

Pharynx discomfort, Limb numbness, Acid 979

reflux, Thirst, Diarrhea, Difficulty 980

breathing, Stuffy nose, Vomiting, Bitter, 981

Runny nose, Bloody stools, Bloating, 982

Fatigue, Hard to swallow, Chest tightness, 983

Shortness of breath, Palpitations, Fever, 984

Headache, Constipation, Thin, Dizziness, 985

Body aches, Diplopia, Hemoptysis, 986

Burning sensation behind the breastbone, 987

Sweating, Hiccup, Poor spirits, Frequent 988

urination, Black stool, Consciousness 989

disorder, Thin white moss, Edema, 990

Anorexia, Cough, Stomach ache, Pain 991

behind the breastbone, Sleep disorder, 992

Hematemesis, Nausea, Twitch, Hiccough, 993

Chest tightness and shortness of breath 994

Assistant: I have been feeling Burning 995

sensation behind the breastbone 996

User: Oh, do you have any Stomach ache? 997

Assistant: I am experiencing that 998

sometimes 999

User: Oh, do you have any Acid reflux? 1000

Assistant: Yes Doctor, I am feeling 1001

that as well 1002

User: This could probably be 1003

Esophagitis. 1004

Here is an example of a conversation 1005

between the assitant (i.e., the patient) 1006

and the user (i.e., the doctor). You are 1007

experiencing the following symptoms: Pain 1008

in front of neck, Nose bleeding, Fear 1009

of cold, Syncope, Feel sick and vomit, 1010

Poor sleep, Headache and dizziness, Hazy, 1011

Loss of appetite, Hearing loss, Dizzy, 1012

Cry, Diarrhea, Difficulty breathing, 1013
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Stuffy nose, Vomiting, Runny nose,1014

Bloating, Fatigue, Palpitations, Chest1015

tightness, Headache, Fever, Dizziness,1016

Incontinence, Poor spirits, Redness,1017

Waist pain, Unconsciousness, Vertigo,1018

Consciousness disorder, Head trauma pain,1019

Poor physical activity, Anorexia, Cough,1020

Stomach ache, Pain behind the breastbone,1021

Hematemesis, Sleep disorder, Earache,1022

Nausea, Tinnitus, Twitch, Limb numbness,1023

Chest tightness and shortness of breath1024

Assistant: I have Nausea and Dizziness1025

User: I believe you are having from1026

Traumatic brain injury.1027

Now, participate in a real conversation1028

with the user. You are experiencing the1029

following symptoms: {patient symptoms}1030

The prompt used for the doctor contained the1031

following instructions:1032

You are an assistant that simulates to1033

be a doctor who is diagnosing a patient1034

based on the symptoms that he or she1035

describes. You can ask questions to1036

the patient, but ultimately, you have to1037

provide a diagnosis based on the symptoms1038

described by the patient.1039

Here is an example of a conversation1040

between the assitant (i.e., the doctor)1041

and the user (i.e., the patient):1042

User: I have been feeling Burning1043

sensation behind the breastbone1044

Assistant: Oh, do you have any Stomach1045

ache?1046

User: I am experiencing that sometimes1047

Assistant: Oh, do you have any Acid1048

reflux?1049

User: Yes Doctor, I am feeling that as1050

well1051

Assistant: This could probably be1052

Esophagitis.1053

Here is an example of a conversation1054

between the assitant (i.e., the doctor)1055

and the user (i.e., the patient):1056

User: I have Nausea and Dizziness1057

Assistant: I believe you are having1058

from Traumatic brain injury.1059

Now, participate in a real conversation1060
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0.0

0.2

0.4

0.6

0.8

1.0

Accuracy of the listener

1 2 3 4 5 6
Turn

12

10

8

6

4

2

0

2

4
Information Gain: HP(Y|MLt) HL(Y|Ut, MLt, Wt)

CRSA
CRSA-Wt

YRSA
YRSA-Wt

Literal
Literal-Wt

Prior

Figure 4: Performance of the CRSA compared to base-
lines, including error bars.

with the user. You can ask questions 1061

to the patient, but ultimately, you have 1062

provide a diagnosis based on the symptoms 1063

described by the patient. 1064

D Errors intervals in the reference game 1065

Fig. 4 shows the same results as fig. 2 but with 1066

the standard deviation of each model. We did not 1067

included this plot in the main text for readability, 1068

but it can also be noted that the CRSA reduce the 1069

variance of the results in comparison with the other 1070

models. 1071
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