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representations

Easily build new 
architectures
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● Predict local frames at each node
→ Canonicalize the node features locally

● Use frame-to-frame transitions to send 
tensorial messages:

● No architecture constraints
● Our tensor_frames library transforms 

any PyG message passing module 
into a tensorial message passing module:

Fair comparison against data 
augmentation

● Data augmentation by choosing random global frames,
keeping everything else as is!
→ Exact equivariance is more data efficient

Transferable across domains

➔ Equivariance made easy by 
canonicalization & tensorial messages

➔ Works for all representations
& with any message passing NN
 

➔ Our tensor_frames library offers an 
easy-to-use implementation 

Equivariance:
Group representation:

Achieves SOTA results in several tasks:

● 3D Computer vision

● Quantum Chemistry: 
Orbital-free DFT

● Particle Physics: 
Lorentz Equivariance

Can YOU solve 
this puzzle?

   Cartesian tensor rep.   or        Irreducible rep.

● Both have different computational advantages

● Must the transformation be a group rep.?
→ Learned “representation”, let the network decide how to 
transform:

● Performance of different transformations:

Why is data 
augmentation 
more accurate 

here?


