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The parameters that we used in this work were S = 0.333, and N, ;S values are 14357, 2207, and 734
for Cars, Pedestrians, and Cyclists, respectively. We include an ablation table for different values of
£ in Table S1. For the focal loss, we set & = 0.25 and v = 2.0 which are the default values. For the
Posterior Filtering, we set apg.r = 20 and yrg_r = 0.5. We selected the best hyperparameters based
on the performance on KITTI — Lyft and used the same hyperparameters for the rest of the settings.

Table S1: (5-Value Experiment Results. Evaluated under APggy with IoU 0.7 for Car, 0.5 for
Pedestrian and Cyclists. We show results experiementing with different 5 parameters.

Car Pedestrian Cyclist
[-Values 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
0.333 69.0 58.8 22.6 52.1 48.1 408 287 647 264 00 400
0.500 65.5 614 264 534 392 313 204 520 203 0.0 33.0
0.666 619 519 19.1 483 408 29.0 204 465 146 00 283

S2 Additional Detection Evaluation on the Lyft dataset

S2.1 On different metrics.

We include additional evaluations on the Lyft dataset. In Tables S2, S3, and S4 we show the results
with metrics AP3p at IoU 0.7 (cars) / 0.5 (pedestrian and cyclists), APggy at IoU 0.7 /0.5, and AP3p
at IoU 0.5/ 0.25, respectively. This corresponds to Table 1 in the main paper.

Table S2: Detection performance of KITTI — Lyft adaptation. Evaluated under APsp with IoU
0.7 for Car, 0.5 for Pedestrian and Cyclist. Please refer to Table | for naming.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
No Adaptation 223 6.9 12 108 299 165 05 152 354 56 00 19.0
ST3D (R10)* 37.6 232 60 233 271 231 00 156 486 124 00 270
ST3D (R30) 44.1 268 50 2065 00 00 00 0.0 10.7 25 00 63
Rote-DA (Ours) 435 259 7.8 274 363 352 26 23.0 577 221 00 350
SN 571 307 65 333 314 258 15 186 311 63 00 17.2

Table S3: Detection performance of KITTI — Lyft adaptation. Evaluated under APggy with IoU

0.5 for Car, 0.25 for Pedestrian and Cyclist. Please refer to Table | for naming.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
No Adaptation 81.0 68.8 279 602 554 268 0.7 265 703 197 0.0 413
ST3D (R10) 822 683 363 640 481 273 00 240 692 236 0.0 41.6
ST3D (R30) 80.3 655 371 627 00 0.0 00 00 15.0 25 00 75
Rote-DA (Ours) 78.8 66.4 283 594 62.7 44.6 28 348 69.6 344 02 44.7
SN 81.3 655 307 60.1 539 385 20 302 673 269 25 426




Table S4: Detection performance of KITTI — Lyft adaptation. Evaluated under AP;p with IoU
0.5 for Car, 0.25 for Pedestrian and Cyclist. Please refer to Table | for naming.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80

No Adaptation 782 629 19.8 551 554 267 0.7 264 703 193 00 412
ST3D (R10)* 815 664 333 619 481 273 00 240 692 236 00 416
ST3D (R30) 797 645 335 609 00 00 00 00 150 25 00 75
Rote-DA (Ours) 764 654 256 570 622 445 28 346 0696 344 02 44.1

SN 812 644 268 592 539 385 20 302 672 265 25 424

S2.2 On a different detection model.

In Tables S5, S6, S7 and S8, we include additional adaptation results on the PVRCNN [1] model.
We use the same hyperparameters as those in the main paper. Since PVRCNN does not have the
point-proposal module as in PointRCNN, we apply only PO-F and / or FB-F for adaptation. We
observe our method is consistently better than baseline methods.

Table S5: Detection performance of KITTI — Lyft adaptation with PVRCNN model. Evaluated
under APggy with IoU 0.7 for Car, 0.5 for Pedestrian and Cyclist. Please refer to Table | for naming.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
No Adaptation 61.6 339 103 369 293 181 05 152 341 45 01 182
ST3D (R10)* 629 515 279 491 206 56 01 7.0 313 19 00 150
ST3D (R30) 57.8 47.1 19.1 432 1.5 09 02 07 18.7 0.5 00 8.7
PO-F (R10) 764 623 267 60.0 349 238 1.8 17.7 524 03 00 9.2
PO-F + FB-F (R10) 79.7 67.3 319 64.7 404 30.7 3.7 232 481 04 00 107
SN 79.8 555 206 547 336 189 05 17.1 409 62 0.0 215

Table S6: Detection performance of KITTI — Lyft adaptation with PVRCNN model. Evaluated
under APsp with IoU 0.7 for Car, 0.5 for Pedestrian and Cyclist. Please refer to Table | for naming.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
No Adaptation 255 6.5 09 119 182 58 00 7.1 234 28 0.0 12.0
ST3D (R10)* 205 9.1 1.7 109 104 2.1 00 32 189 1.0 00 92
ST3D (R30) 173 95 1.7 938 06 02 00 02 149 0.5 00 7.7
PO-F (R10) 52.1 37.7 103 365 231 141 1.7 112 388 02 00 6.7
PO-F + FB-F (R10) 56.3 40.3 11.2 40.7 229 179 32 132 394 02 00 84
SN 581 21.1 35 287 21.6 98 02 99 295 34 00 150

Table S7: Detection performance of KITTI — Lyft adaptation with PVRCNN model. Evaluated
under APggy with IoU 0.5 for Car, 0.25 for Pedestrian and Cyclist. Please refer to Table | for naming.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
No Adaptation 839 61.0 246 582 450 231 1.0 221 686 9.6 0.2 36.7
ST3D (R10)* 829 625 364 623 284 73 01 96 463 31 00 219
ST3D (R30) 713 548 227 513 25 15 05 13 218 08 00 9.1
PO-F (R10) 82.7 67.6 358 67.7 441 295 25 220 579 17 00 112
PO-F + FB-F (R10) 853 722 396 704 480 364 4.6 275 515 16 00 119
SN 83.0 61.1 273 59.8 480 244 08 238 645 100 02 350




Table S8: Detection performance of KITTI — Lyft adaptation with PVRCNN model. Evaluated
under AP;p with IoU 0.5 for Car, 0.25 for Pedestrian and Cyclist. Please refer to Table | for naming.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
No Adaptation 769 47.1 134 479 448 228 1.0 220 684 88 0.2 363
ST3D (R10)* 773 548 248 543 283 72 01 95 462 31 0.0 219
ST3D (R30) 67.7 493 17.1 462 25 14 04 11 218 08 0.0 9.1
PO-F (R10) 824 656 317 653 441 295 25 220 579 14 00 109
PO-F + FB-F (R10) 85.0 70.2 36.5 694 480 363 46 274 515 1.1 00 116
SN 80.8 562 202 553 480 242 08 238 644 98 0.1 349

Table S9: Detection performance of WOD — Ithaca-365 adaptation. We evaluate the mAP as
described in section 4 by different depth ranges and object types. Please refer to Table | for namings.

Car Pedestrian
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80

No Adaptation 55.7 38.1 11.7 370 53.0 336 2.1 329
ST3D (R10) 64.0 442 162 434 468 275 1.1 276
ST3D (R30) 67.1 447 174 442 39.1 221 1.8 223
Rote-DA (Ours) 62.5 444 189 432 599 422 28 350

S2.3 Additional adaptation scenario.

In Table S9 we show adaptation results for different adaptation methods adapting a PointRCNN
detector trained on the Waymo Open Dataset [2] to the Ithaca-365 dataset. We observe that our
conclusion holds in this case as well, especially in the class of pedestrians with a marked improvement
over direct adaptation of the source model.

S3 Additional Qualitative Visualization

Similar to Figure 4, in Figure S1 we show extra qualitative visualization of the adaptation results of
various adaptation strategies in both Lyft and Ithaca-365 datasets.
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Figure S1: Qualitative visualization of adaptation results. We visualize two more example scenes
in the Lyft and Ithaca-365 test split. Please refer to Figure 4 for more details.



