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A APPENDIX

A.1 DETAILED EVALUATION RESULTS.

POPE. We conduct the hallucination evaluation using POPE Li et al. (2023), the results are shown in
Table. From the results in the Table 1, we can find Arcana achieves higher F1 scores on the popular
and adversarial split, showing the robustness of our model in terms of object hallucination compared
to other MLLMs.

MMBench. MMBench Liu et al. (2023b) is used to evaluate the model’s ability of Perception and
Reasoning. The detail results for various MLLMs are presented in Table 2.

A.2 MORE VISUALIZATION RESULTS.

To demonstrate the effectiveness and generalization ability of Arcana, we provide more qualitative
results in Fig. 1. We visualize its performance across various types of multimodal tasks, including De-
tail Caption, Detection, Knowledge, OCR-Free Reasoning, Visual Question Answering and ChartQA.
To investigate the impact of MM-LoRA and QLadder in multimodal scenarios, we visualized the
attention maps of different layers with and without these modules in Fig. 2.

A.3 BROADER IMPACT

This paper present Arcana, which target at improving the visual understanding capability for boosting
the vision-language models. To achieve this goal, Arcana conducts a series of explorations into visual
learning within the model structure. On one hand, Arcana demonstrates that decoupling the learning
of visual and language representation within the LLM is beneficial for avoiding information confusion
while preserving the uniqueness of each modality, and based on this, proposes MM-LoRA. On the
other hand, Arcana asserts that under limited training data, it is important to retain the pre-trained
image encoder’s capabilities and introduces QLadder, which incorporates a small number of visual
tokens to enhance the model’s learning and representation abilities for visual information. Extensive
experiments demonstrate the effectiveness and generalization ability of Arcana.

The positive societal impacts of the work include:

• Improved Human-Machine Interaction: Enhanced visual perception in multimodal mod-
els can lead to more intuitive and effective human-machine interactions. This could improve
applications such as virtual assistants, customer service bots, and educational tools, making
them more responsive and capable of understanding complex visual contexts.

• Advancements in AI Research: The Arcana model’s innovative architecture and data
handling approaches could stimulate further research in the AI community, leading to new
breakthroughs and applications in various fields, from healthcare to autonomous vehicles,
where precise visual perception is crucial.

• Better Performance in Real-World Applications: By addressing the deficiencies in low-
level and high-level visual perception, Arcana can improve performance in practical applica-
tions like object detection in surveillance, quality control in manufacturing, and detailed
image analysis in medical diagnostics.

The negative societal impacts may include:

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

Q: Describe this image in detail.

Detail Caption

Detection

OCR-Free Reasoning 

Visual Question Anwsering Chart QA

Arcana: The image captures a delightful scene of a
slice of layered cake resting on a clear glass plate.
The cake is a feast for the eyes with its white
frosting and a layer of orange curd sandwiched
between the layers. The plate is placed on a white
tablecloth, adding to the clean and elegant
presentation.
To the side of the cake, there's a vase filled with
vibrant orange and yellow roses, their colors
echoing the orange curd in the cake. The roses add a
touch of nature and freshness to the scene.
The background is blurred, drawing focus to the
cake and the roses. However, it appears to be a
white tablecloth, providing a neutral backdrop that
allows the colors of the cake and roses to stand out.
Overall, the image presents a beautifully arranged
dessert setting, with the cake as the star of the show.
The colors, objects, and their arrangement all
contribute to creating an inviting and appetizing
scene.

Q: Detect the bounding box of the red motorcycle.

Arcana In the region specified by
[0.43, 0.48, 0.64, 0.64], you'll find the
red motorcycle.

Q: What does this image mean?

Arcana: The image shows a man holding up a hand
with the words "Leave Me" written on it. This could
be interpreted as a message from the man to someone,
possibly indicating that he wants to be left alone or is
not interested in a particular situation or relationship.
The context of the image is not clear, but it could be a
personal or social situation where the man is
expressing his feelings or preferences.

Q1: How many bottles of milk are in the picture?

Arcana: There are three bottles of milk in 
the picture.

Q2: What flavor of milk is on the far right?

Q: Summarise the information by selecting and
reporting the main features in this chart.

Arcana: The image presents a bar graph titled
"Long-Term International Migration, UK, 1999-
2008". The graph is divided into three sections, each
representing a different aspect of migration:
"Immigration", "Net", and "Emigration".The
bars are arranged in a vertical column, with each bar
representing a specific year from 1999 to 2008.The
bars for "Immigration" and "Net" are of varying
heights, indicating the number of migrants in each
year. The graph provides a clear visual representation
of the trends in international migration in the UK
from 1999 to 2008, highlighting the fluctuations in
both immigration and emigration.

Q: Describe this image in detail.

Arcana: In the image, a brown dog and a white cat are
peacefully sleeping on a red couch. The dog, with its head
resting on the armrest of the couch, is on the left side of the
image. Its eyes are closed, suggesting it is in a deep sleep. On
the right side of the image, the white cat is curled up, its head
resting on the armrest as well. The couch they are sleeping on
is red and has a floral pattern on it. The background of the
image is a yellow wall, providing a warm and cozy
atmosphere to the scene. There are no texts or other objects in
the image. The relative positions of the dog and the cat, along
with their peaceful sleep, create a serene and harmonious
scene.

Q: What does this image want to tell us?

Arcana: The image wants to convey the message of enjoying good
times and having fun with friends and family. It features a group of
people gathered around a picnic table in a park, enjoying a meal
together. The presence of a dining table, chairs, and a pink balloon
suggests a casual and relaxed atmosphere. The phrase "Serving up
good times" implies that the image is promoting the idea of creating
memorable experiences and sharing joyful moments with loved ones.
The overall scene conveys a sense of togetherness, camaraderie, and
the importance of spending quality time with others.

Q: Describe this image in detail.

Arcana: The image captures a serene indoor setting, dominated by a white
wall adorned with a collection of potted plants. The plants, varying in size and
type, are arranged in a grid-like pattern, creating a sense of order and symmetry.
Some of the plants are hanging from the wall, adding a touch of vertical interest
to the scene.
In the foreground, a wooden table holds a few more potted plants, echoing
the variety seen on the wall. The table's natural wood color contrasts with the
white wall, adding depth to the image.
On the right side of the image, a window punctuates the wall, allowing natural
light to filter into the room. The light illuminates the plants, highlighting their
textures and colors, and casting soft shadows around the room.
Overall, the image presents a harmonious blend of indoor and outdoor elements,
creating a tranquil and inviting atmosphere. The precise arrangement of the
plants and the careful balance of colors and textures contribute to the image's
aesthetic appeal.

Arcana: The flavor of milk on the far right 
is almond milk.

Q2: What flavor is the milk in the orange packaging?

Arcana: The milk in the orange packaging 
is organic rice drink.

Q: Detect the bounding box of the purple circular object.

Arcana: [0.52, 0.3, 0.67, 0.44]

Q: Introduce the movie showcased
in this poster.

Arcana: The movie poster for
"Kung Fu Panda" features the main
character, a panda named Po, in a
dynamic fighting stance. He is
dressed in a black and yellow outfit
and is holding a sword in his right
hand. The background of the poster is
a vibrant red with a yellow spiral
pattern. The title of the movie, "Kung
Fu Panda", is prominently displayed
in yellow text at the bottom of the
poster. The tagline, "Prepare for
Awesomeness", is written in white
text at the bottom right corner. The
overall design of the poster suggests
an action-packed and exciting movie
experience.

Knowledge

Q: what is the man's name in this picture.

Arcana: The man's name in this picture
is Morgan Freeman.

Q: Which city is this building located in?

Arcana: The building is the Eiffel
Tower, a famous landmark in Paris.

Figure 1: More qualitative results. Main feature in answer is highlight in orange.
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Figure 2: Visualization of attention maps. We compare the attention maps in different layer of LLM
between different composition, include (a) Baseline, (b)Baseline+MM-LoRA, and (c) Baseline+MM
LoRA+QLadder. Higher brightness indicates higher attention values, with the x-axis representing all
tokens, and the y-axis containing only text tokens.
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Table 1: Object hallucination benchmark using POPE evaluation pipeline. "Yes" signifies the
likelihood of the model producing a positive response.

Datasets Metrics Arcana (Ours) mPLUG-Owl2 Ye et al. (2023) LLaVA-v1.5 Liu et al. (2023a) Shikra Chen et al. (2023) InstructBLIP Dai et al. (2024) MiniGPT-4 Zhu et al. (2023)

Random

Accuracy (↑) 88.87 88.28 88.38 86.90 88.57 79.67
Precision (↑) 96.59 94.34 96.56 94.40 84.09 78.24

Recall (↑) 81.27 82.20 80.33 79.27 95.13 82.20
F1-Score (↑) 88.27 87.85 87.70 86.19 89.27 80.17
Yes (→ 50%) 43.37 44.91 42.89 43.26 56.57 52.53

Popular

Accuracy (↑) 88.07 86.20 87.67 83.97 82.77 69.73
Precision (↑) 94.06 89.46 94.14 87.55 76.27 65.86

Recall (↑) 81.27 82.06 80.33 79.20 95.13 81.93
F1-Score (↑) 87.20 85.60 86.69 83.16 84.66 73.02
Yes (→ 50%) 43.20 45.86 42.67 45.23 62.37 62.20

Adversarial

Accuracy (↑) 86.57 84.12 85.23 83.10 72.10 65.17
Precision (↑) 90.90 85.54 89.06 85.60 65.13 61.19

Recall (↑) 81.27 82.13 80.33 79.60 95.13 82.93
F1-Score (↑) 85.81 83.80 84.47 82.49 77.32 70.42
Yes (→ 50%) 44.70 48.00 45.10 46.50 73.03 67.77

• Privacy Concerns: Enhanced visual perception capabilities may lead to more invasive
surveillance technologies. The ability to detect and interpret small objects and detailed visual
information could be misused to infringe on individuals’ privacy, leading to unauthorized
tracking and monitoring.

• Security Risks: Advanced visual perception models could be exploited for malicious
purposes, such as by enhancing the capabilities of autonomous weapons or by improving
the precision of surveillance systems used by authoritarian regimes to suppress dissent.

• Dependence on Technology: Increasing reliance on advanced AI for visual tasks may lead
to a decrease in human skills and awareness in certain fields. Over-dependence on such
technology without proper human oversight could have negative implications for critical
decision-making processes.

Table 2: CircularEval multi-choice accuracy results on MMBench Liu et al. (2023b) dev set. We
adopt the following abbreviations: LR for Logical Reasoning; AR for Attribute Reasoning; RR
for Relation Reasoning; FP-C for Fine-grained Perception (Cross Instance); FP-S for Finegrained
Perception (Single Instance); CP for Coarse Perception.

Method Language Model Vision Model Overall LR AR RR FP-S FP-C CP

MiniGPT-4 Zhu et al. (2023) Vicuna-7B EVA-G 12.0 13.6 32.9 8.9 28.8 11.2 28.3
InstructBLIP Dai et al. (2024) Vicuna-7B EVA-G 33.9 21.6 47.4 22.5 33.0 24.4 41.1
LLaMA-Adapter-v2 Gao et al. (2023) LLaMa-7B CLIP ViT-L/14 38.9 7.4 45.3 19.2 45.0 32.0 54.0
LLaVA Liu et al. (2024) Vicuna-7B CLIP ViT L/14 36.2 15.9 53.6 28.6 41.8 20.0 40.4
Shikra Chen et al. (2023) Vicuna-7B CLIP ViT-L/14 60.2 33.5 69.6 53.1 61.8 50.4 71.7
LLaVA-v1.5 Liu et al. (2023a) Vicuna-7B CLIP ViT-L/14 64.3 33.1 69.3 57.4 68.9 54.5 76.4
mPLUG-Owl2 Ye et al. (2023) LLaMA2-7B CLIP ViT-L/14 65.4 29.2 69.7 61.7 67.0 60.0 79.5

Arcana (Ours) Vicuna-7B CLIP ViT-L/14 67.4 34.7 69.3 62.6 69.6 58.7 83.1

In summary, while the Arcana model holds promise for significant advancements and positive
contributions to society, it is crucial to address the associated risks through responsible development,
deployment, and regulation to mitigate potential negative impacts.

A.4 LIMITATIONS AND FUTURE WORK

The previous experiments have demonstrated the effectiveness of Arcana. Although the multimodal
decoder has proven effective, giving each modality its own learning space significantly increases
the number of parameters. While MM-LoRA only adds a small number of parameters to achieve a
multimodal decoder, the independent LoRA parameters for different modalities cannot be merged into
the LLMs’ weights, thereby increasing inference costs. The introduction of QLadder enhances visual
representation capabilities, but it comes at the cost of adding visual tokens, which also increases
inference costs. Additionally, compared to existing state-of-the-art methods, we used only about 2M
training data, limiting Arcana’s performance.
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To further unlock Arcana’s potential, we will design a more efficient multimodal decoder that
improves performance while reducing inference costs. We will also focus on designing a more
efficient visual encoder that uses fewer visual tokens to represent visual features, enhancing training
efficiency and reducing inference costs. Finally, we plan to leverage our data engine to annotate more
high-quality caption data to fully unleash Arcana’s potential.
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