
Algorithm 1 Q-switch Mixture of Policies (QMP)

1: Input: Total number of tasks T , Initialize policies
{πi}Ti=1, and Q-functions {Qi}Ti=1, Data buffers {Di}Ti=1

2: for each epoch do
3: for i = 1 to T do
4: for each environment step do
5: Observe current state s
6: for j = 1 to T do
7: aj ∼ πj(aj|s)
8: a∗ = argmaxaj

Qi(s,aj)
9: Di ← Di ∪ {(s,a∗, r(s,a∗), s′)}

10: for i = 1 to T do
11: Update πi, Qi using Di with SAC for k gradient

steps
12: Output: Trained policies {πi}Ti=1

Figure P1: QMP scaling with number of tasks: Maze environments
with 3 tasks v/s 10 tasks. With more tasks, the benefit of QMP
increases because of the greater proportion of shared behaviors.

Figure P2: Single-task exploration by vary-
ing SAC target entropy. QMP reaches a
higher success rate because it shares ex-
ploratory behavior across tasks.

0.00 0.19 0.38 0.56 0.75
Environment steps (1M)

0

20

40

60

80

100

Su
cc

es
s R

at
e 

(%
)

Multistage Reacher

QMP
QMP Softmax T=0.01
QMP Softmax T=1
QMP Softmax T=100

Figure P3: Using probabilistic mixtures
with QMP by using a softmax over Q values
with temperature T. Softmax results over
3 seeds.
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Figure P4: Parameters Only baseline suf-
fers due to negative interference in Task
4. Parameters + Behaviors is still able to
reach high success rates.
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Figure P5: Parameters Only outperforms
the other methods. Parameter sharing in
this environment seems to de-stabilize QMP
training.

0.0 12.5 25.0 37.5 50.0
Environment steps (1M)

0

20

40

60

80

100

Su
cc

es
s R

at
e 

(%
)

Meta-World MT10

Separated
Parameters Only
QMP
Parameters + Behaviors

Figure P6: QMP out-performs Separated
(no behavior sharing). The Parameter Shar-
ing baselines were difficult to tune and suffer
from training instability.
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Figure P7: Separated does converge to
100% success rate with a longer run but
takes over 2x the number of samples as
QMP to converge.


