Response to Reviewer sejQ:

H Benign M FGSM ¢ =0.01 FGSM e =0.1 M PGD ¢ = 8/255, _step = 2/255, max_iter = 3

-
o
o

92.79 91.92 9221

9280
— IRE] 2132 89.96 90.01 90.28

Accuracy
[} o}
o o

N
o

35.40

Unpruned CcC DHP FPGM L1Norm-A L1Norm-B LRF NPPM SFP SR-GKP (Ours)

Figure 1: Visualization of ResNet-32 on CIFAR-10 with pruning rate = 62.5% — note this plot
is done in a “superscore” manner for a concise presentation; the four bars of a method may not
belong to the same model checkpoint (please refer to Table 8 for details).
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Figure 2: Visualization of ResNet-56 on CIFAR-10 with pruning rate = 62.5% — note this plot
is done in a “superscore” manner for a concise presentation; the four bars of a method may not
belong to the same model checkpoint (please refer to Table 8 for details).
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Figure 3: Visualization of ResNet-110 on CIFAR-10 with pruning rate ~ 62.5% — note this plot
is done in a “superscore” manner for a concise presentation; the four bars of a method may not
belong to the same model checkpoint (please refer to Table 8 for details).
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