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This supplementary document provides proof for the statements in the main paper, as well as net-
work and training details including the compute. We also provide a supplemental video for a quick
introduction to our method and additional results. We will also make our code public upon paper
acceptance.

S.1 Proof for Part Permutations (Sec 3.4)

In this section, we show that [0, 1]V*¥ /& p is a complete metric space with metric

d(y1,y2) == ;ggl ly1o = y2l|-

S.1.1  Well-Definednes of d
As d is defined on equivalent classes, we need to show the well-definedness of d in that d is inde-

pendent of the choice of representatives. Suppose y1 = ¥, y2 = ¥4, then by the definition of
equivalent classes, 301,02 € Gp, s.t. y101 =y}, Y202 = y5. On one side,

d(y1,¥2) = min yio —yo| < |yi0105 " — ya|

= |ly101 — y202| = d(y1,¥5)-

Similarly, we also have d(¥],y5) < d(¥1,¥2), and thus d(y1,¥2) = d(¥],¥5)-

S.1.2 d as a Metric

To show that d is a metric, we need to show its positivity, symmetry, and triangle inequality.

Positivity. Suppose y1 # y2. Then Vo € Gp,y10 # y». This implies
d(¥1,¥2) = min [y;0 —y2[ >0
oceSp

as G p is a finite set and taking minimum over it strictly preserves inequality. Similarly, we can show
that d(y,y) > 0. Together with

d(y,y) = Join lyc -yl <lyl-yl=Ily-yl=0,

we getd(y,y) = 0.
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Symmetry. For any y1,y2, we have
d(y1,y2) = mi —
(¥1,¥2) Jnin lyio0 — yall
= Jrgénp lyio0™" —y20™|

= min [ly; — y207"|
oceSp

. -1
= min o —
min 20t =i
= min [ly20" —yi1|| = d(¥2,31)-
o'eGp
Here we use the symmetry of the standard Euclidean norm || - ||, the lo-distance perseverance of
permutation matrices, and the fact that 0 € Gp <= o~ ! € Gp due to the group structure of Sp.
Triangle inequality.
d(¥1,¥3) = min [y10 —ys|| = min |[yi0 —y20' +y20 —ysll, Vo' €&p
oceGp oceGp

= min min |yi0 — y20’ +y20 — y3|
o'€eGpoeGp

< _min |yi0 —y20'| + [ly20'  yal

= min [yr00" ™" = ya0'a" Y + |ly20’ — ys
= min_[lyi0” — yal + [ly20’ ~ v

_ . 173 . /

= UHIIélQIBlP ly10” —yall + U,,Hélélp lly20" — ysl|

= d(yh 5’2) + d(yQ» 3’3)

S.1.3  Completeness of ([0, 1]V*” /& p, d)

To show the completeness of this space, we need to show that every Cauchy sequence converges
to a point in this space. Suppose {y; : ¢ € N} is a Cauchy sequence satisfying Ve > 0, IN >
0, st Vi,j > M, d(y:,¥;) <e. Let{y; : ¢ € N} be a sequence of arbitrarily selected representa-
tives from each ¥, it is a bounded sequence in [0, 1]V * P, and thus have a convergent subsequence
{yi, : k € N} with limit limy_,. y;, = y* € [0, 1]V*F by the BolzanoWeierstrass theorem.

We would like to show that ¥* € [0, 1]V*¥ /&p is the limit point of {y;} using proof by contra-
diction. Suppose it is not, then Jeg > 0,s.t. VM > 0,3jo > M,s.t. d(¥,,,¥*) > co. By the
convergence of {y;, }, IM7, s.t. Vi, > k > Mi, ||y, — ¥*|| < £0/3. On the other hand, because
{y:} is Cauchy, IMy, s.t. , Vi, j > Ma, d(y;,¥;) < €0/3. Now let M = max(M;, Ms), then for
ik, jo > M, we have

€0 < d(¥5o,¥") < Ao, ¥ir) + AT, ¥7) <e0/3+ llyi, =¥l <&/3+¢/3.

A contradiction!

S.2  Proof for Network Equivariance (Sec. 4)

Suppose y is binary, when x,, x,,, belong to different parts (p(m) # p(n)), >_ c p YnpYmp = 0.
The weighted message passing can be written as

v, = Z YoYim ¢(Vin = Vi, Vn)/ Z Yn¥m

meN meN

= Z Z YnpYmp @(Vm - Vnavn)/ Z }’ann
meN peP meN

= Z @(Vm - V'IL7V'IL)/ Z YnY:n-
p(m)=p(n) meN



Now apply a transformation A = (Ty,---,Tp) € SE(3)” to the input per-point features V, it
transforms V,,, V,,, into

P P
Vi Y Yup(VaRp +t,), Vi Y yimp (ViR + 65).

p=1 p=1

When p(m) = p(n), Zle(ymp — ¥np) = 0, and the right-hand side of the above equation then
turns into

P P P
Z 90( Ymp(ViRp + 1) — Zan(Van +tp), Z Yup(VaRp + tp))/ Z Yny;tn
1

p(m)=p(n) p= p=1 p=1 meN
P P
= Z ¢<Zyw )Ry +tp) +Z Ymp — Ynp) (Vi Ry + t5),
p(m)=p(n) =
Zynp(Van+tp)>/ > yayh,
p=1 meN
P P
- (vl (V= ViR, +1,) ) 2 ylVaRy )/ 3 vt
p(m)=p(n) p=1 p=1 meN

= <P<(Vm = Vo)Rpm) + tpm), VaRpm) +t n)) Z YnYim:
meN

By the part-wise equivariance of ¢, this is equal to V] R,y 4 tpn).

S.3 Network Lipschitz (Sec. 4)

Here we provide an (informal) explanation of why our SE(3)-equivariant message passing architec-
ture is helpful to a small network Lipschitz. We consider a metric on per-point segmentation labels
and features defined by d(y,y’) := max, |y, — ¥,ll2, d(V, V') := max, [|[V,, — V] |2. This
is a mixture of /,,-norm across points and l2-norm for per-point features. Intuitively, the [,,-norm
is for dimensionality-independent properties, where the Lipschitz constant of the network won’t
drastically increase as the number of points increases.

For a message-passing layer f(V,y) as defined in Eq. (14), denote the edge operator between pairs
of adjacent points @y, = ©(Vym — Vi, Vi), and its difference of function outputs with inputs
(V,y) and (V' y’) can be upper-bounded by

d(f(V,y), f(V',y")
PrmPrm Do Prm

= max

meN Zme_/\/pnm meN Zme_/\/p;zm

_ max < Z Pnm®Pnm Z p7zm<pnrn

meN Zmeanm meN 2 men Pnm
< max (
n

As both sup HzmeN Epi

meN Pnm

Z Prm (pnm _ p {nm @;wu
meN Zme/\/p”m meN ZmENpglm

)

p P P,
S H o = ol + 3 Wl |22 — B H)
me

meN Zme./\/pnm meN N Pnm ZmEanm

and sup ) s [l¢r,,,|l can be upper-bounded by constants,
wrt. d(y,y') and d(V, V') are key

and Pnm p/nm,

bOllIldiIlg H‘an o 90;””‘ Zme,r\/ Pnm Z'rnEN Phm
to the Lipschitz bound of f(V,y).

For network architectures with per-point operations such as PointNet, the second term is 0 as p,,,, =
Ppm = L{n=m) and the first term degenerates to @, = ¢(V,). In such a case, limiting the



Lipschitz of the layer is equivalent to limiting ||¢o(V ) — o(Vy)|| wort. d(V, V'), which is directly
limiting the Lipschitz of the per-point operation ¢ and will affect the output range of the network.

For a message-passing network, the second term means the change of layer output caused by the
change of part assignments in the neighborhood A/, which is bounded by sup ||¢y. || and the size of
N The ablation study in the main paper focuses on the first term

For our SE(3)-equivariant message passing with local features, all computations in ¢ directly oper-
ates on V,,, V,,,. But for canonicalization-based methods, geometric transformations (translations
and/or rotations) are first applied to V,,, V,,, based on the input part assignment y, which introduce
excessive Lipschitz to p w.rt. y.

S.4 Network and Training Details

In our network, we use 2 weighted message-passing layers to extract the per-point SE(3)-equivariant
features, followed by 4 weighted message-passing layers with global invariant feature concatenation.
Output features are passed through a 3-layer MLP to obtain the final segmentation labels. All net-
work layers have latent dimension 128. For the neighborhood search in our message-passing layers,
we use a ball query with radius » = 0.3 with maximum k& = 40 points. We use an Adam optimizer
with an initial learning rate of 0.001. All networks are trained on one single NVIDIA Titan RTX
24GB GPU.

S.5 Additional Experiments

S.5.1 Evaluation of Network Lipschitz (Sec. 5.3)
Here we plot the training-time Lipschitz regularization losses under lo-norm in Fig. K. The losses

are applied to y samples both near the ground-truth fixed-point and uniformly distributed in the
space. As shown in the plot, the losses are zero almost everywhere.
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Figure S1: Lipschitz regularization losses at training time. We apply the regularization to y
samples both near the ground-truth fixed-point (left) and uniformly distributed in the space (right).

S.5.2 Model Convergence and Inference Time

In our experiments, we set k = 20 iterations for evaluation. But in practice, we plot the [oU w.r.t. the
number of iterations in Fig. 82 and observe that the network prediction converges within ~ k = 5
iterations.

The training time is the same as the standard training frameworks as it only takes a single-step
prediction with the ground-truth labels. If one wants to further incorporate Lipschitz regularization



losses into the training, more time is needed for the loss computation, especially for the adversarial
sampling which involves the computation of network gradients and iterative sampling. But as stated
in Sec. 4 and experimented in Sec. 5.3, we are not incorporating such regularizations in our current
framework.
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Figure S2: IoU w.r.t. iterations. On average, the network converges within ~ k£ = 5 iterations at
inference time.

S.5.3 Data Augmentation and Noise Stability

Data augmentation on part poses. We further compare our methods to the baselines under different
data augmentation settings: no augmentation, global pose augmentation SE(3), and per-part pose
augmentation SE(3)”. The results are in Tab. 51 below.

Dataaug. | None SE(3) SE(3)F

PointNet | 46.15 4318  44.01 1243 43.07 £ 246
DGCNN | 46.60 403 37.18 £838 42.70 £422
VNN 47.09 +18¢  51.96+s811  46.29 +1367
Ours 82.84 1513 84.76 £767  76.22 +1326

Table S1: Data augmentation. Networks are trained with no augmentation, global pose augmenta-
tion (SE(3)), and per-part pose augmentation (SE(3)7).

Network stability to pointcloud noise. We show the noise-stability analysis of our method in
Fig. K3 below. We apply Gaussian noises to the test pointclouds with different standard deviations
ranging from O to 0.05 and evaluate the networks trained on clean pointclouds and trained with
augmentation of the same noise level as inference.
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Figure S3: Noise-stability. We apply Gaussian noises to the input pointclouds with different stan-
dard deviations and test the networks trained on clean pointclouds (red) and trained with augmenta-
tion of the same noise level as inference ( ).
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