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ABSTRACT

How do multi-modal generative models describe images of recent historical events
and figures, whose legacies may be nuanced, multifaceted, or contested? This task
necessitates not only accurate visual recognition, but also socio-cultural knowl-
edge and cross-modal reasoning. To address this evaluation challenge, we intro-
duce Century – a novel dataset of sensitive historical images. This dataset con-
sists of 1,500 images from recent history, created through an automated method
combining knowledge graphs and language models with quality and diversity cri-
teria created from the practices of museums and digital archives. We demonstrate
through automated and human evaluation that this method produces a set of im-
ages that depict events and figures that are diverse across topics and represents all
regions of the world. We additionally propose an evaluation framework for eval-
uating the historical contextualisation capabilities along dimensions of accuracy,
thoroughness, and objectivity. We demonstrate this approach by using Century to
evaluate four foundation models, scoring performance using both automated and
human evaluation. We find that historical contextualisation of sensitive images
poses a significant challenge for modern multi-modal foundation models, and of-
fer practical recommendations for how developers can use Century to evaluate
improvements to models and applications.

1 INTRODUCTION

Advancements in generative models that allow for input in multiple modalities have enabled many
downstream applications, such as general-purpose chatbots that can generate fluent and accurate de-
scriptions of images and answer questions about visual content (e.g. Vinyals et al., 2016; Anderson
et al., 2018; Alayrac et al., 2022; Chen et al., 2022). In recent years, advancements in model capa-
bilities, such as cross-modal reasoning (Zhang et al., 2021), have enabled new applications beyond
literal and objective descriptions of an image and its contents. For example, users and developers
can now request contextualized image descriptions from foundation models, requiring these models
to integrate knowledge beyond what is immediately visible in the image.

Given these advancements in capabilities, how should AI developers and researchers evaluate more
complex displays of image understanding? In cases where appropriate description demands nuanced
reasoning across modalities and the consideration of multiple perspectives – such as images with en-
grained social, cultural, or historical meaning – traditional evaluation methods and metrics may fall
short. Methods developed for descriptive captioning, for example, place emphasis on accuracy and
fluency as desirable outcomes. However, they are not designed to assess contextual “out of frame”
knowledge, nor are they able to provide a signal for more holistic measures, such as interpretive
validity and cultural sensitivity. Moreover, due to their reliance on a set of rigid “golden” inter-
pretations, traditional methods may not generalise well to the open-ended, long-format responses
necessitated by more involved image description tasks.

∗Equal contribution.
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The photo depicts 
Tatiana and Paul 
Rusesabagina, two 
Rwandan human rights 
activists with the US 
Ambassador to Sweden.

This image depicts three well-dressed African American individuals… 
Given the professional nature of their dress and demeanor, these individuals 
were likely notable leaders or public figures in the African American 
community… documenting the growing prominence, leadership and 
achievements of African Americans in US society and institutions during 
the decades following the Civil Rights movement of the 1950s-60s…

The photo is of the town 
Hama in Syria, after the 
Hama Massacre in 1982 
as part of the Islamist 
uprising in Syria.

The photo is from the 
same day, and also 
depicts Ira Hayes; 
however, this is the 
"Gung Ho" photograph, 
rather than the iconic 
image described.

The image depicted shows a famous photograph known as "Raising the 
American flag on Mount Suribachi," taken during World War II… on 
February 23, 1945, during the Battle of Iwo Jima... In the photograph, a group 
of U.S. Marines is seen raising the American flag atop Mount Suribachi… This 
act symbolized the hard-fought victory and the Marines' tenacity in 
capturing this heavily fortified position from the Japanese forces. The image 
also highlights the unity and bravery of the American soldiers…

This black and white photograph depicts the aftermath of the atomic 
bombing of Hiroshima, Japan on August 6, 1945…  This haunting scene 
of utter destruction captures the horrific, unprecedented devastation 
unleashed by this new weapon. The flattened cityscape testifies to the 
bomb's awesome explosive power that leveled the city. Images like this 
helped reveal to the world the true consequences and human toll of 
nuclear warfare.

This is a logo for the 
United State of Women 
Summit, an event held in 
2016 focused on gender 
equality.

The image shows the logo of the Women's National Basketball 
Association (WNBA). The logo consists of the letters "WNBA" in white, with 
the "W" stretched to form a silhouette that resembles a female basketball 
player in motion… the WNBA logo, with its dynamic and powerful 
symbolism, represents the strength, athleticism, and determination of 
the league's players and serves as a recognizable emblem…

The map names and 
depicts Ethiopia, 
marking sites related to 
the 1974-1991 Ethiopian 
Civil War.

The image depicts a map of the Republic of Texas in 1836, which was an 
independent sovereign nation at the time. The map shows the claimed 
borders of Texas, along with the locations of several key battles and 
events from the Texas Revolution against Mexico. Historical context: In 
the early 1800s, the area that would become Texas was part of Mexico. 
Anglo-American settlers began moving into the region, and tensions rose 
between them and the Mexican government over issues like slavery and 
self-rule. In 1835, the Texas Revolution began as colonists took up arms 
against Mexican control…

"Describe this image and include historical context about what is depicted in the image."

Highlights added by authors to illustrate potential failures in accuracy and objectivity in historical contextualization by multi-modal models.

Comments by authors

Figure 1: Century is a diverse set of images that can be used to measure model capabilities such as
historical contextualisation. Here, we demonstrate that state of the art multi-modal models (GPT4-o
and Claude 3 Opus) – prompted with an image from Century and instructions to describe its contents
and historical context – demonstrate failures in accuracy and objectivity.

New evaluation methods are sorely needed to capture the full spectrum of capabilities. This need is
particularly critical in the context of historically sensitive images, as system failures in this domain
may lead to representational harms (Luccioni et al., 2023), erase marginalized perspectives (Sarhan
& Hegelich, 2023), or raise misinformation concerns (Dufour et al., 2024). To close this gap, we
create Century, a challenging dataset of historically sensitive images to assess how state-of-the-art
models perform historical contextualisation on image description tasks that require cross-modal
socio-cultural understanding.

Our contribution. We present three contributions to multi-modal generative AI evaluation. First,
we describe a novel, scalable methodology for identifying sensitive historical images, based on qual-
ity and diversity criteria synthesized from interdisciplinary theoretical and curatorial perspectives.

Second, we create Century, a dataset of 1,500 sensitive historical images depicting events figures,
and locations from all regions of the world. We demonstrate the validity of our dataset through
human evaluation and automated evaluation, and release all evaluation data of Century images for
further analyses.

Third, we create a reproducible, reference-free evaluation protocol for measuring historical contex-
tualisation, a complex task requiring cross-modal socio-cultural understanding. Using our protocol,
we analyze the historical contextualisation capabilities of four systems across dimensions of accu-
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racy, thoroughness, and objectivity. We find that Century poses a significant challenge for modern
multi-modal foundation models, and offer practical recommendations for developers on using Cen-
tury to improve foundation models.

2 RELATED WORK

2.1 LANGUAGE AND VISION BENCHMARKS

Widely used captioning and visual question answering benchmarks, like Flickr30k (Young et al.,
2014), MSCOCO (Chen et al., 2015), and VQA (Antol et al., 2015), evaluate the quality of AI gen-
erated outputs by comparing to “ground truth” responses written by human annotators. As these
benchmarks evaluate literal descriptions of a large set of images, a majority of which have no in-
herent cultural or historical significance, the associated human-written annotations are similarly
considered to be free of value judgments. Yet, as Van Miltenburg (2016) point out, human annota-
tors frequently add socio-cultural knowledge and context to “ground truth” descriptions. This may
indicate that prior evaluation tools likely capture socio-cultural context, even if this is not explicitly
evaluated.

Beyond literal description, some benchmarks explicitly test “out-of-frame” or contextual knowl-
edge. OKVQA (Marino et al., 2019), Visual Common Sense Reasoning (VCR) (Zellers et al., 2019)
and A-OKVQA (Schwenk et al., 2022) evaluate whether models are able to integrate outside knowl-
edge in order to answer questions, covering a broad base of common-sense and world knowledge.
Other image evaluation frameworks contain a narrow image composition to assess capabilities in a
specific domain area, such as historical understanding; these evaluations may use images of geo-
graphical landmarks (Weyand et al., 2020; Li et al., 2012) and historical figures (Lee et al., 2024a)
to evaluate information retrieval, requiring models to use external knowledge to correctly identify
image contents.

Though these evaluation frameworks can test for knowledge beyond what can be gleaned from an
image alone, applications of modern multi-modal foundation models require capabilities beyond
short, objective responses, as assumed by many such datasets. Similarly, evaluations that artificially
constrain systems to multiple choice responses may not reflect the performance of that system in
open-ended generative contexts (Lum et al., 2024; Zheng et al., 2023a).

2.2 MUSEUMS AND DIGITAL ARCHIVES

How should a generative AI system appropriately describe a historical image of a tragic event, con-
troversial figure, or sacred location? The AI development and research communities may not have
an established nor definitive answer to this question, which is fraught with cultural considerations,
potential biases, and inherent subjectivity. However, museums, archives, and digital collections offer
valuable insights to the description of such materials, stemming from their legacy of communicating
the importance of historical artifacts to wider audiences (Ogden, 2007; Sealy et al., 2021).

Typically, museums and archives contextualize visual artefacts with additional didactic information,
to provide further socio-historical context or offer interpretation of a piece through a contempo-
rary lens (Parry et al., 2007). These curated perspectives are often perceived by viewers – without
prior knowledge of the subject matter – to be a relatively objective and authoritative source of in-
formation (Nashashibi, 2003).1 Acknowledging the role they play in introducing new audiences to
historical content, many of these institutions have developed robust guidelines around the discussion
of morally charged or divisive history, offering a valuable starting point for approaches to evaluating
AI-based historical description (Jo & Gebru, 2020).

1Recently, museums have been subject to a critical discourse highlighting colonial and violent legacies that
surface in curation and description of artefacts, speaking to the inherently partial nature of historical commen-
tary and interpretation (Aldrich, 2013). Many museums have acknowledged these criticisms by making public
changes to their curatorial practices and communication strategies (Pitt Rivers Museum).
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3 CENTURY IMAGE DATASET

3.1 DEFINING QUALITY AND DIVERSITY FOR SENSITIVE HISTORICAL IMAGES

For our purposes, we define a high-quality historical image set as one predominantly composed
of sensitive images. Drawing upon established definitions from museums and archives, we identify
three conceptual dimensions of sensitivity in visual media. These dimensions serve as the foundation
for an evaluation task designed to assess the compositional quality of our image set.

In prior work that discusses the archival and museum approach to describing sensitive historical top-
ics to new audiences (Savenije et al., 2016; Zembylas & Kambani, 2012; Pabst, 2018; Schorch, 2020;
Savenije & De Bruijn, 2017; Gagen, 2021) sensitivity is often framed as an affective phenomenon:
sensitive topics are those that need to be discussed with care, as doing so without appropriate consid-
eration may cause offense or discomfort to the viewer, especially for viewers with prior emotional
investment in a historical issue or cause.

We adopt the prevalent definition of sensitivity as one of our evaluation dimensions, and also in-
vestigate two related conceptual properties that often emerge in discussions of historical images:
commemorativeness and controversiality. In discussions of curation and display standards, a com-
memorative image depicts or represents a tragedy or atrocity suffered by an individual or group, and
therefore needs to be discussed with care to ensure it engages in an appropriate “way of remem-
bering” (Waters & Russell III, 2013). A controversial image depicts divisive subject matter that
may require additional nuance and care in how its context is conveyed, as neglecting to do so may
stoke tensions (Savenije et al., 2014) and risk erasing the perspective of an affected group (Schnei-
der & Hayes, 2020; Koggel, 2020). Although the dimensions are likely to be correlated due to their
conceptual similarities, they are considered separately when labelling Century images through both
human and automated evaluation. We share illustrative example images and justifications displayed
to human raters in Appendix H.

For diversity, we focus on coverage of the four themes from Section 3.2 (conflict, oppression, dis-
crimination, and reform), the type of the image (e.g., photograph or map), and the primary geo-
graphic region depicted in the image. Geographic diversity is of particular importance, given that
creating geographically diverse evaluations can help better serve global users and developers using
vision language models (Bhatt et al., 2022; Dev et al., 2023).

3.2 CONSTRUCTING A DATASET OF SENSITIVE HISTORICAL IMAGES

In this Section, we describe the novel methodology developed to source a large and diverse set
of historically sensitive search terms. Century is created by mining 37.8 million records in the
Wikipedia-Based Image Text Dataset (WIT) (Srinivasan et al., 2021) using the approach outlined
in Figure 2. The WIT dataset consists of images taken from Wikipedia pages, with each record
consisting of link to an image as hosted on Wikimedia Commons, alongside information about the
Wikipedia page from which the image originates, the primary language of that page, a reference
description of the image, and an indication of whether the image is the primary image for that page.
We choose the WIT dataset because it contains large numbers of real-world images, but note that
our method can be flexibly adapted to other image datasets in future work. When mining WIT,
we include images from all splits including the training split, and discuss our rationale and address
potential concerns in Appendix B.

Themes and types of images. In order to source a sizable collection of search terms on which
to filter the WIT dataset, we must first establish conceptual “root nodes” that would allow us to
identify historically significant entires. To do so, we conducted an interdisciplinary review and
identified four themes that are commonly implicated in sensitive discussions of modern history:
conflict (Warnasuriya, 2017; Anastasiou, 2002), oppression (Teeger, 2015; Mycock, 2017), discrim-
ination (Wasserstrom, 1976; Ladson-Billings, 2020; Peek et al., 2020), and reform (Vandeyar &
Swart, 2018; Brasted, 2005). To improve diversity and generality, we chose four types of images to
target: images that depict events, organizations, people, and locations. Theses specific themes and
types are the input into our general-purpose automated methods.

Automated mining with a knowledge graph. We use a knowledge graph built from multiple data
sources, such as Freebase and Wikipedia, to query for entities related to the four broad themes. Each
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Figure 2: Overview of automated pipeline for creating Century, and methods for creating labels with
automated and human evaluation. The released dataset includes both sets of labels for each image.

entity is a discrete entry in the knowledge graph that is connected to other entries through hierarchi-
cal or conceptual edges. In order to increase the scope of the search, we manually expanded each
theme into semantically similar concepts (shown in Appendix Table 5). We then query the knowl-
edge graph for people, organizations, events and locations that are associated with these concepts,
prioritising results towards entities tagged with labels associate with the 20th and 21st centuries.
This produced a set of 7,385 unique search terms, of which we release a large sample to facilitate
future research efforts. Finally, we use these search terms to mine WIT by matching Wikipedia page
titles, with details in Appendix E.

Automated mining with foundation language models. To improve coverage of sensitive and his-
torical images, we generate additional search terms not covered by the knowledge graph approach
by prompting foundation language models. Since WIT is composed of over 37M records, using
a foundation model to label each image and then filter would be impractical. We use foundation
models to generate a diverse set of candidate Wikipedia page titles that may contain sensitive his-
torical images, building on prior work on synthetic data generation (Radharapu et al., 2023). We
draw 50 responses to our instructions from two foundation models, GPT-4 Omni and Claude Opus,
and merge the results. This method produces 1,297 unique candidate page titles, which we use to
mine WIT. Interestingly, we find that only 15.1% of the page titles produced by these two foundation
models overlap. Instructions for reproducibility are in Appendix G, with exact models versions in
Appendix A.

Final set of images. We used the search terms produced by Knowledge Graph and foundational
language model mining to mine WIT. We match any WIT record where the Wikipedia page is in
English, and the page title contains the search term. We detail the results of each search strategy, as
well as additional quality filters applied in mining WIT, in Appendix E.

For the final set of images in Century, we target a size of 1,500 total images that is practical for
use in system evaluations, downsampling images mined with the knowledge graph method. The
final datasets consists of 1,156 images from automated mining with a knowledge graph (77.1%)
and 216 images from automated mining with a foundation model (14.4%). For completeness, we
additionally include 128 images (8.5%) from a manual review of the Wikipedia lists that describe
historically important photographs (see Appendix F).

3.3 MEASURING QUALITY AND DIVERSITY OF CENTURY IMAGES DATASET

In this section, we evaluate the quality and diversity of the image dataset produced by our method-
ology, a critical step in establishing conceptual validity (Jacobs & Wallach, 2021; Blodgett et al.,
2021). Since evaluating quality is particularly challenging in areas where human judgements vary
(Zhang et al., 2023; Aroyo et al., 2023), we introduce operational definitions of quality, describe au-
tomated and human evaluation methods, and additionally release all quality ratings on the Century
dataset to enable further research.

Labelling images with automated methods. While using foundation models is a common ap-
proach for evaluating open-ended text (Schick et al., 2021; Zheng et al., 2023b) and has recently
been explored for image inputs (Hu et al., 2023; Cho et al., 2024; Chan et al., 2023; Wiles et al.,
2024), little work has examined the effectiveness of automated evaluation when involving complex
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Image type images Content type images Concept images Region images

Photograph 64.6% Event 46.1% Conflict 36.8% N. America 18.9%
Document 16.7% Location 23.4% Reform 21.0% W. Europe 11.4%
Artistic depiction 12.6% Person 16.1% Oppression 5.1% E. Europe 8.0%
Symbol 4.5% Organisation 6.0% Discrimination 3.4% W. Asia 6.7%
None (other) 0.1% None (other) 2.3% None (other) 23.4% E. Asia 6.1%
(no majority) 1.2% (no majority) 6.0% (no majority) 10.2% (no majority) 15.7%

Table 1: Diversity of images: Human evaluation results showing that the concepts, content types
and images types that our method targets are all represented. Images received three distinct ratings
per dimension per labeling method (human and automated). Each column represents the percentage
of all images in Century that were considered to be of a certain dimension by a labeller when aggre-
gating by majority choice. Every UN sub region is represented. Automated labeling results are in
Appendix K.

socio-cultural reasoning or judgments (Dillion et al., 2024; Lin et al., 2023), especially with cross-
modal inputs. To advance research in such methods, we use automated methods to label images
in Century across our dimensions of quality, report results with six different labeller models, and
release automated labels alongside labels from human evaluation.

Quality results. Using the labelling approach outlined in Appendix 2, we find that 96.1% of Century
images are described as “somewhat sensitive” or higher by one or more labeller models. Averaging
across labellers, we find that 61.5% of images are ”somewhat sensitive” or higher when taking the
mean rating across labellers. We additionally discover differences in ratings of each dimension of
quality across auto-labeller models, sometimes differences as large as 30 percentage points (eg, GPT-
4 Turbo and Gemini 1.5 Pro for sensitive, GPT-4 Turbo and Claude 3 Haiku for controversial). We
describe distributions of quality ratings broken down by labeller model in Appendix J, highlighting
how choices of labeller model can greatly influence how automated evaluation results are interpreted
and reported – an area for future research building on Century.

Diversity results. We find that Century represents all targeted concepts and image types, and includes
images representing all United Nations sub-regions, with detailed breakdowns in Appendix K. We
discuss in Section 4 how these labels can be used used for disaggregated evaluation along dimensions
like geographic region and image type (Barocas et al., 2021).

Labelling images with human evaluation. We also perform human evaluations to label images in
Century along the same dimensions of quality and diversity as with automated evaluation. We recruit
151 participants on a crowd-sourcing platform and ask them to annotate images in Century to create
3 ratings for each image (M = 29.4, SD = 22.9 images rated per participant). Participants were
required to be fluent in English and self-reported as having relevant research experience experience
(e.g. undergraduate degree in history). The full annotation task, including compensation rates, was
reviewed and approved by an internal ethics review committee. Participants were paid at least the
living wage for their location, with an average compensation of £16.50 per hour. Recruitment is
described in Appendix L and full instructions and task design are shown in Appendix X.

Quality results. We find that 90.9% of images are described as “somewhat sensitive” or higher by
one or more human raters. Averaging across ratings, we find that 55.8% of images have a mean rat-
ing of (3) ”somewhat sensitive” or higher. Interestingly, we find that aggregate metrics are broadly
similar across automated and human evaluation methods, though we find human raters to be more
conservative in their judgments, assigning lower scores on average than automated labellers. Mea-
sures of inter-rater reliability in Appendix M fall in a range that reflect the complex socio-cultural
knowledge and judgement required in this task (Wong et al., 2021; Salminen et al., 2018). Finally,
we review disagreement in human judgements of sensitivity using CrowdTruth metrics (Aroyo et al.,
2023) in Appendix N, and include examples from qualitative analysis in Appendix O.

Dataset release. We release Century on Github as three distinct datasets: the first is a text file
containing all search terms of historical events and figures collected through our mining method;
the second contains all images in Century as Wikipedia links, alongside other metadata attributes;
the third dataset includes all image annotations collected through human and auto-rater methods,
including both diversity and quality labels.
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Dimension of Labelling method “Not at all” “Somewhat” “Somewhat”
Quality (1) (3) or higher (3) or higher

mean rating mean rating any rater

Sensitive Human eval 1.7% 55.8% 90.9%
All six labellers 0.4% 61.5% 96.1%
GPT-4 Turbo 14.7% 48.8% -
GPT-4 Omni 6.7% 70.9% -
Gemini Pro 6.3% 91.7% -
Gemini Flash 10.8% 66.0% -
Claude Opus 4.0% 90.4% -
Claude Haiku 0.7% 86.9% -

Controversial Human eval 2.3% 45.3% 85.0%
All six labellers 0.5% 54.9% 91.9%
GPT-4 Turbo 23.4% 50.2% -
GPT-4 Omni 5.9% 65.9% -
Gemini Pro 12.6% 70.1% -
Gemini Flash 9.6% 60.4% -
Claude Opus 4.9% 78.7% -
Claude Haiku 1.3% 87.8% -

Commemorative Human eval 2.1% 57.6% 90.1%
All six labellers 3.1% 50.3% 88.2%
GPT-4 Turbo 30.5% 45.5% -
GPT-4 Omni 6.1% 71.5% -
Gemini Pro 13.4% 77.8% -
Gemini Flash 25.8% 55.2% -
Claude Opus 9.2% 76.7% -
Claude Haiku 10.3% 65.4% -

Table 2: We present human and automated evaluation of our Century images dataset. Though results
vary across evaluation methods, we find convergent evidence that Century contains sensitive images
that are promising candidates for evaluating historical contextualisation capabilities. Differences
in distributions of automated labeller ratings are shown in Appendix J, and differences in human
ratings of image dimensions are summarised and discussed in Appendix J.

4 HISTORICAL CONTEXTUALISATION IN MULTI-MODAL MODELS

With the quality and diversity of our image dataset established, we explore how Century can be
used to assess foundation models. Specifically, we present an approach for evaluating historical
contextualisation – the ability to generate descriptions that accurately capture the historical context
of an image based solely on the image itself. This is a complex task that builds upon foundational
capabilities in vision language research, such as entity recognition and commonsense reasoning,
while incorporating editorial considerations.

We describe our definition of response quality, our reproducible evaluation method, and apply our
evaluation method to four publicly accessible systems: GPT-4 Omni, Claude Opus, Gemini 1.5
Pro, and Gemini 1.5 Flash.We generated responses from each model using the method detailed in
Appendix P, creating a test set for evaluating their ability to provide historical context for images.

4.1 DEFINING QUALITY FOR HISTORICAL CONTEXTUALISATION

Historical contextualisation of sensitive images is a task with rich prior work in museums, archives,
and collections. We reviewed over 20 principles drawn from guidelines and recommendations across
a diverse set of institutions (Appendix Q), and from an inductive analysis of frequently occurring
recommendations, synthesised a novel protocol for measuring the quality of historical contextual-
isation. We focus on three dimensions: accuracy in identifying key elements and their context,
thoroughness in providing concise yet comprehensive descriptions that enable understanding and
further research, and objectivity by avoiding biased language and interpretations (more detail in
Appendix R). We adapt this protocol to evaluate multi-modal models with automated and human
evaluation methods.
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GPT-4 Gemini Gemini Claude
Omni Pro Flash Opus

Dimension Element Method “Agree” (4) or higher, mean rating

Accuracy Correct identification Automated 53.3% 44.0% 37.2% 21.9%
Human 45.5% 24.3% 20.2% 12.2%

Factuality errors Automated 41.8% 30.2% 20.0% 19.4%
(inverted) Human - - - -

Thoroughness Beginner friendly Automated 63.7% 53.4% 39.2% 28.7%
Human 54.5% 28.0% 27.1% 20.1%

Appropriate summary Automated 51.0% 43.7% 27.5% 17.9%
Human 20.6% 15.3% 20.2% 9.5%

Objectivity Due weight Automated 53.1% 45.9% 25.1% 19.0%
Human 40.2% 23.3% 16.5% 17.5%

No loaded language Automated 76.5% 61.9% 44.3% 56.3%
Human 36.5% 34.4% 29.8% 29.1%

Opinions not stated Automated 69.8% 51.6% 34.3% 37.3%
as facts Human 38.1% 31.7% 26.1% 33.3%

Table 3: Evaluation of historical contextualisation capabilities for GPT-4 Omni, Gemini Pro 1.5, and
Gemini Flash 1.5, and Claude Opus. Automated evaluation results are the percentage of responses
scored as “agree” or higher (n=1,500), taking the mean rating across labeller models (details in
Appendix S). Results from the Human evaluation results are percentage of responses scored “agree”
or higher (n=378), when taking the mean rating from 3 human evaluation ratings. Human evaluation
for factuality errors (reported as free-text responses) are discussed in Appendix U.

4.2 RESULTS ACROSS FOUNDATION MODELS

Automated evaluation of historical contextualisation capabilities. We experimented with six la-
beller models (GPT-4 Turbo, GPT-4 Omni, Gemini Pro, Gemini Flash, Claude Opus and Claude
Haiku) to produce evaluation ratings for the accuracy, thoroughness, and objectivity of model re-
sponses generated by four target models (GPT-4 Omni, Gemini Pro, Gemini Flash, Claude Opus).2
We report main results by ensembling across four of the best-performing labeller models Each re-
sponse is scored by computing the mean rating for each response across labeller models, and re-
porting the percentage of responses that scored ”agree” or higher. Implementation details are in
Appendix S.

In Table 3, we find that Century is effective at discovering opportunities for all foundation models
to improve historical contextualisation. Additionally, in Appendix Figure 9, we observe that GPT-4
Omni’s responses consistently receive higher ratings (indicating they “agree” or “strongly agree”
with the quality statement), and that this pattern holds across all questions, regardless of the labeller
model used.

While we do not observe systematic patterns of “self-enhancement” bias (Zheng et al., 2023b), we do
find aggregate differences in distributions of ratings by labeller model, particularly for GPT-4 Omni,
and describe these in Appendix Figure 11. Further, in Appendix Figure 12 we find indications of
response length bias for some dimensions of quality. Discussions of failures in labeller models can
be found in Appendix S.

We additionally find in Appendix Table 12 that when querying with instructions that explicitly re-
quest historical context as opposed to queries that target identification only, evaluation results differ
along objectivity dimensions. Evaluations building on Century could extend this analysis, measur-
ing differences in capabilities as indexed by explicit contextualisation requests and other common
prompt patterns.

2All versions of model checkpoints used for labelling and response generation are detailed in Appendix A.
More recent model checkpoints are available at the time of submission, but are not included in the evaluation
results.
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Human evaluation of historical contextualisation capabilities. Human evaluation in open-ended
generation is challenging, particularly for tasks that require cross-modal understanding and socio-
cultural reasoning. To complement the automated results and showcase the opportunities for future
work to build on Century, we conduct a small-scale human evaluation. Through a crowd-sourcing
platform, we collect human annotations for model responses. We use a sample of 63 images drawn
from Century, and for each image we draw 3 samples from each model with explicit instructions
to provide historical context. Each model response was assessed with 3 distinct annotations. More
details on human data collection are in Appendix T.

In Table 3, we find that more responses from GPT-4 Omni has a mean rating of ”agree” or higher
as compared to Gemini Pro or Claude Opus. In all dimensions, we see Gemini Pro performing
better than Gemini Flash (with the notable exception of “Appropriate summary”). While these
human evaluation results are from a small evaluation set and may be underpowered (Howcroft &
Rieser, 2021), we enable further research from the community by detailing the instructions given
to participants in Appendix X.1 and sharing all collected annotation results (including ”incomplete”
ratings with less than 3 distinct annotations).

Qualitative review. Given complexity in historical contextualisation, and challenges with measure-
ment validatity across all evaluation methods, we also conducted a qualitative review. We describe
examples of failures in historical contextualisation in Appendix V.

Considerations in measuring contextualisation. In interpreting the results of the evaluation task,
we must take into account that it relies context-free evaluation, meaning models are evaluated on
historical contextualisation with images passed in with no additional textual information. However,
in qualitative assessments of the Century dataset, we found that images may need different amounts
of accompanying information in order to have a reasonable expectation that models perform well
against our evaluation criteria. For example, some images are of iconic or highly identifiable events
or figures (e.g. the fall of the Berlin Wall), while others contain fewer identifiable features.

Another challenge arises from differences in how directly images capture the target historical scenes.
Some images in Century are intended to depict events, which are not tangible entities and can rep-
resented in a variety of ways. As a result, the main Wikipedia images accompanying articles on
historical events cannot be considered to unambiguously capture the target keyword. For exam-
ple, an image of a modern-day monastery, which was once a site of a historical battle, is used as a
representation the battle.

In future applications of evaluations based on Century, we recommend developers experiment with
both context-free and context-driven protocols, and compare performance between both to iden-
tify especially context-sensitive images. For images where performance on context-free evaluation
is particularly lacking, researchers may experiment with augmenting performance with retrieval-
augmented generation architectures (Chen et al., 2024). As with automated historical artifact tag-
ging (Wu et al., 2023), limited training examples for specific historical events or figures may impact
multi-modal model performance on Century. Comparing system performance on Century with other
benchmarks on context-sensitive reasoning on vision tasks (Wadhawan et al., 2024) can reveal if sys-
tem weaknesses are specific to the particular challenges posed by historical image data.

5 DISCUSSION

We provide recommendations for developers and discuss limitations, providing entry points for the
research community to begin adopting or building upon the Century dataset.

5.1 RECOMMENDATIONS FOR DEVELOPERS

For developers of foundation models, we recommend using Century to evaluate fundamental capa-
bilities and cross-modal understanding and reasoning. We provide an evaluation protocol for assess-
ing normative dimensions of system responses that can be adapted to specific application contexts.
We recommend developers begin their evaluations with our “starter” set (n = 80 images), which
includes all images with a mean rating of “sensitive” > 3.0 across human and automated evaluation,
with each geographical sub-region downsampled to no more than six images.
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Human evaluation continues to be critical for evaluating complex responses along socio-cultural and
normative dimensions, and incorporating insights from diverse rater pools remains critical for mea-
surement quality (Aroyo et al., 2023; Parrish et al., 2024). While foundation models show promise
as tractable evaluation tools (Amodei et al., 2016; Bai et al., 2022), the variance in performance
across and within model families demonstrated the need for incremental adoption of automated
evaluation. We recommend validating with human evaluation, qualitative review, and stakeholder
feedback when implementing the benchmark. To this end, we demonstrate how system develop-
ers can use Century metadata to perform disaggregated analysis (Barocas et al., 2021) and evaluate
specific areas of strength and weakness by geographic region in Appendix W.

5.2 LIMITATIONS

Distribution of dataset. There are over- and under-representation biases in the dataset: as expected,
automated search term sourcing yields more images from North America and Western Europe. Us-
ing the labels we release on geographic and context diversity of the dataset, future work may ex-
pand upon the representation of certain groups, languages, and locales by conducting more targeted
searches (e.g. focusing on sourcing images relevant to Pacific Islander history). In applying the
current version of Century during development, developers should be mindful that observed im-
provements in historical contextualisation may not be evenly distributed across all global regions.
To assess performance variations, we recommend leveraging the geographic labels included in the
open-source release and conducting qualitative reviews of model outputs, particularly for regions
with less representation in the dataset.

Lack of targeted inclusion of affected communities. Quality criteria for images were derived from
guidelines established by museums, archives, as described in Section 3.1. These norms may not al-
ways reflect the views of communities whose histories the images in Century may reflect. In some
instances, guidelines drawn from institutions may contradict the wishes or expectations of a commu-
nity. For example, a persecuted community may not agree that AI-written descriptions of an instance
of persecution should be evaluated for loaded language, arguing instead that an appropriate caption
ought to explicitly condemn the pictured event. Future work may apply participatory approaches
to achieve more inclusive and representative guidelines and image annotation (e.g. Bergman et al.,
2024; Qadri et al., 2023; Weidinger et al., 2024). In the meantime, developers may wish to use
the Century framework to obtain frequent signals of Accuracy and Thoroughness, while calibrating
signals of Objectivity to insights drawn from relevant communities and stakeholders.

Generative labelling for non-majoritarian normative perspectives. Though generative models
are increasingly used for annotation (and AI-based annotation results are presented for Century),
there are well-known pitfalls for using such models to reflect subjective or normative perspec-
tives, especially when the ”normatively correct” perspective can vary across group and identity lines
(Pavlovic & Poesio, 2024; Abid et al., 2021; Venkit et al., 2023; Kamruzzaman et al., 2023). Failure
modes may arise if models are unable to represent or calibrate to pluralistic views, and, as a re-
sult, preferentially endorse majoritarian views or erase minority perspectives (e.g. Abid et al., 2021;
Venkit et al., 2023; Kamruzzaman et al., 2023). Future work may seek to represent the influence
of non-majoritarian perspectives on voting outcomes through approaches like jury learning (Gordon
et al., 2022). They may also explore simulating more diverse rater perspectives (Lee et al., 2024b)
by eliciting in-group perspectives through techniques like demographic matching (Weidinger et al.,
2024). In the short term, developers should seek to calibrate automated labeling against diverse (e.g.
census-representative) human signals, especially in high-stakes evaluations like those intended to
inform deployment decisions.

6 CONCLUSION

We introduce Century to the research and AI development communities. We demonstrate several
evaluation protocols using the images in the dataset, including automated labelling methods and
human evaluation with crowd-workers. We release the main Century dataset to enable further anal-
yses, applications, and expansions upon our set of historically-relevant sensitive images. We hope
Century will serve as a useful foundation for testing the historical contextualisation capabilities of
cutting edge multi-modal generative models.
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7 ETHICS STATEMENT

We address several ethical concerns relevant to our work.

Human subjects. Before recruiting any participants to annotate images in our dataset, the annota-
tion task was reviewed and approved by an internal ethics review board. All participants were paid at
or above living wage for their location. While there was a risk that participants could be exposed to
sensitive or graphic content during the annotation task due to the nature of the dataset, we provided
them with mechanisms to limit exposure (e.g. voluntary blurring of images, unlimited skipping to
the next image). Content identified as too graphic for annotation at any point was filtered out of all
future tasks. Generally, participants reported a positive experience with the annotation task.

Dataset. We enable developers to access images in the dataset by sharing links to the original
To avoid stripping images of their metadata and other originally available information, all images
included in are attributable to the original source through the links provided. To prevent misuse or
training for unwanted purposes – such as generating harmful responses to sensitive historical images
– we do not release model outputs or associated rating signals, but instead release the image dataset
and the evaluation protocol. More detail on the content included in the open-source release can be
found in Section 3, under Dataset release.

Bias. Information surfaced through knowledge graph and large language model curation methods
may be biased. We demonstrate early indications of bias and lack of representativeness in Appendix
K. To allow future researchers to account for the lack of representation for certain regions in fu-
ture analyses and implementations of , as well as enabling improvement upon representation in the
dataset, we release geographic labels associated with all images.

8 REPRODUCIBILITY STATEMENT

We share the Century dataset in full, alongside human and automated labels for quality and diversity
labels described in Section 3.3. We also share all permissible raw search terms used to curate Cen-
tury from the Wikipedia Image-Text Dataset to enable their application to other text- or embedding-
based image datasets. Further details on reproducing the search term collection and dataset curation
steps are available in Appendices B through G.

Further, we provide details to ensure reproducibility of our model evaluation method in Section 4.2
and Appendix I. All models used for evaluation purposes (listed in Appendix A) are proprietary and
accessible through API, so we cannot guarantee that future calls will produce the same outputs.

We make all human annotation instructions available as screenshots of the pages participants saw
during the task in Appendix X onwards.

We refrain from sharing model response annotation dataset reported in Section 3.3 due to data leak-
age concerns.
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A MODEL VERSIONS USED IN EXPERIMENTS

Model name Description by Company Version string
Claude Opus ”our most intelligent” claude-3-opus-20240229
Claude Haiku ”our fastest” claude-3-haiku-20240307
GPT-4 Omni ”our most advanced, multimodal flagship” gpt-4o-2024-05-13
GPT-4 Turbo ”our previous set of high-intelligence models” gpt-4-turbo-2024-04-09
Gemini 1.5 Pro ”our best model for general performance” gemini-1.5-pro-001
Gemini 1.5 Flash ”designed to be fast and efficient” gemini-1.5-flash-001

Table 4: Foundation models used in experiments, along with public descriptions of their differences
as of June 2024. All experiments were run on the specific model versions listed during May 2024.

B INCLUDING IMAGES FROM ALL WIT SPLITS

In sourcing the images for Century, we included images from all splits of the WIT dataset, including
the train and validation splits. Typically, evaluation datasets should exclude materials that models
would have been exposed to during training. However, while we expect that foundation models
and downstream applications may be trained on most Wikipedia images and accompanying text, it
is still valid to evaluate models on queries related to data that they may have seen during training
phases. Future work with open models could scrutinise whether performance at capabilities like
historic contextualization differs based on the occurrence of images or related articles in a model’s
pre-training corpus.

C CONCEPTS FOR EXPANDING THEMES FOR KNOWLEDGE GRAPH QUERIES

See Table 5.

D IMAGES: MINING WITH KNOWLEDGE GRAPH

According to metadata from the Knowledge Graph, we find that entities are not uniformly distributed
across our target themes and concepts, and describe this in Table 6 and Table 7.

E MINING WIT

We mine WIT with using a set of search phrases produced with a knoweldge graph, with a foundation
language model, or from manual review of Wikipedia lists. For a set of search phrases, we match all
WIT records where the Wikipedia page title contains any search phrase (case-insensitive). For ex-
ample, the search phrase trujillo revolution would match a WIT record with a Wikipedia
page title of 1932 Trujillo Revolution.

E.1 IMAGE FILTERING

To ensure that a WIT image is most likely to be directly relevant to the search term, we filter and
only match images that are described as a is main image in WIT. We also remove pages where
multiple images are matched to encourage diversity, after noticing that WIT described some pages
with many main images, such as the 2009 Atlantic hurricane season. To ensure that all images can
be used directly to evaluate systems, we filter out any WIT records where image URLs returned 404s
in May 2024, where image URLs did not use HTTPS. We remove duplicate images produced across
multiple methods. Finally, we removed images where we could not parse the URL and translate
it into a format that enabled querying Wikimedia for resized images in JPG format (MediaWiki
contributors).

18

https://en.wikipedia.org/wiki/2009_Atlantic_hurricane_season


Published as a conference paper at ICLR 2025

Theme Concepts for theme (inputs into
Knowledge Graph)

Sample of matched entities

Conflict war, invasion, disaster, terrorism, rebel-
lion, insurgency, crimes against human-
ity, riot, environmental issues, civil war,
proxy war

2004 Sinai bombings, Con-
federate Heartland Offensive,
Supriyadi

Oppression colonialism, dictator, persecution, au-
thoritarianism, totalitarianism, propa-
ganda, censorship, poverty, disenfran-
chisement, voter suppression, slavery

Boerestaat Party, 1804
Haitian massacre, Operation
Marion

Discrimination genocide, discrimination, racism, eth-
nic cleansing, ethnic conflict, immi-
gration, emigration, racial segregation,
apartheid, homophobia, transphobia,
misogyny, xenophobia, religious dis-
crimination, ableism

Reichs-Rundfunk-
Gesellschaft, New York
Slave Revolt of 1712, Assas-
sination of Waruhiu

Reform civil rights movement, independence,
social movement, protest, revolution,
human rights, election contest, peace,
emancipation, reform, gender equality,
social equality, activism, LGBT rights,
environmentalism, education, decoloni-
sation, suffrage, war reparations, repa-
rations, civil disobedience, civil and po-
litical rights, abolitionism

Stop the Bans, Occupy move-
ment

Table 5: The four themes used as inputs to automated methods. For mining with the knowledge
graph, we manually expand each theme to concepts related to those themes, and show samples of
entities returned on the right. Entities are used as search phrases to mine WIT.

Concepts Entities matched in KG

Disaster 1,237
Rebellion 879
Terrorism 863
Civil war 820
Protest 819
Revolution 509
Riot 496
Invasion 464

Table 6: Concepts that yielded the most entities from knowledge graph queries.

Entity types Entities matched in KG
events 6,980
organizations 1,337
people 455
locations 7

Table 7: Events are predominant among the entities produced by Knowledge Graph queries.
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E.2 WIT MINING RESULTS

The method in Section 3.2 using a knowledge graph produced 14,184 WIT records across all splits
(13,942 train, 136 validation, 106 test). After applying quality filters and limiting images to only
those labeled as ”main” images, this is reduced to 1,545 WIT records (10.9% of matched records).

The method in Section 3.2 using a foundation model produced 6,808 WIT records across all splits.
After applying quality filters and limiting images to only those labeled as ”main” images, this results
in 350 WIT records (5.1% of matched records).

F IMAGES: WIKIPEDIA LISTS

For completeness, we manually reviewed the following four Wikipedia lists for images to include:
100 Photographs that Changed the World, Pulitzer Prize for Photography, Category:People notable
for being the subject of a specific photograph and Photojournalism. We did not review list pages
that linked to images outside of Wikipedia or Wikimedia Commons.

G IMAGES: MINING WITH LANGUAGE MODELS

Write a diverse list of 40 Wikipedia page titles for articles that contain sensitive historical images.

Consider any Wikipedia page titles covering any of these topics in these categories:
- Conflict: war, invasion, disaster, terrorism, rebellion, insurgency, crimes against humanity, riot, environmental issues, civil 
war, proxy war
- Oppression: colonialism, dictator, persecution, authoritarianism, totalitarianism, propaganda, censorship, poverty, 
disenfranchisement, voter suppression, slavery
- Discrimination: genocide, discrimination, racism, ethnic cleansing, ethnic conflict, immigration, emigration, racial segregation, 
apartheid, homophobia, transphobia, misogyny, xenophobia, religious discrimination, ableism
- Reform: civil rights movement, social movement, protest, revolution, human rights, election contest, peace, emancipation, reform, 
gender equality, social equality, activism, LGBT rights, environmentalism, education, decolonisation, suffrage, war reparations, 
reparations, civil disobedience, civil and political rights, abolitionism

For sub_regions, choose from these regions.
```json
{"sub_regions": ["Northern Africa", "Central Africa", "Eastern Africa", "Southern Africa", "Western Africa", "Central Asia", 
"Eastern Asia", "Southern Asia", "South-eastern Asia", "Western Asia", "Melanesia", "Micronesia", "Polynesia", "Australia and New 
Zealand", "Caribbean", "Northern Europe", "Eastern Europe", "Southern Europe", "Western Europe", "North America", "Central America", 
"South America", "unsure", "none]}
```

Write the list as lines of JSONL where each line has keys {"sub_region", "category", "topic", "page_title"}.
```json

Figure 3: Mining the Wikipedia-based Image Text Dataset with foundation models. This instruc-
tion is used to generate candidate page titles that might contain sensitive or historical images. The
candidate page titles are then used to mine WIT (see main text), which is simpler and more direct
than labelling millions of records. Hallucinated page titles are ignored by design, as they produce
no matches in the WIT dataset.
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H ILLUSTRATING OUR DEFINITION OF QUALITY FOR SENSITIVE
HISTORICAL IMAGES

(1) Not at all sensitive

This image is generally 
accepted as a celebration of 
mankind's achievements in 
space exploration. For this 
reason, it does not require the 
same level of care and nuance 
as an images that capture 
more negative or 
controversial events.

(3) Somewhat sensitive

The lasting consequences of the 
Watergate scandal on American 
politics, journalistic standards, and 
society may mean that some care 
needs to be exercised in how the 
image is introduced to new audiences.

(5) Very sensitive

Thousands of people were imprisoned here as 
a result of Nazi persecution, with many losing 
their lives. Describing the significance of the 
image without exercising great care may 
trivialise the tragic events that took place here.

(1) Not at all controversial

Image documents a technological 
achievement that is not widely 
considered controversial or divisive.

(3) Somewhat controversial

While primarily known as a children’s 
author, recent allegations that she 
held intolerant views on the basis of 
race and ethnicity have made her a 
more controversial figure. People 
disagree on how to talk about her 
legacy in light of allegations.

(5) Very controversial

The historic use of atomic weapons in 
civilian areas is still a subject of great ethical 
and moral debate. The debate is so 
substantial it gets its own very detailed 
Wikipedia article!

(1) Not at all commemorative

The image of the Beatles performing does not 
reflect tragedy or hardship.

(3) Somewhat commemorative

While the image itself does not depict the 
sinking of the ship, the ship is now best 
known for the tragedy that took place.

(5) Very commemorative

The image is of a memorial 
dedicated to the victims of 
the Irish famine, during 
which millions died of 
starvation.

Figure 4: Examples of sensitive, controversial and commemorative images, with demonstration rat-
ings and explanations used in human evaluation instructions (not used in automated image labelling).
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I INSTRUCTIONS FOR LABELLING IMAGES WITH FOUNDATION MODELS

Read the excerpt below from a Wikipedia page describing an 
image on the page.  Then, answer the questions about the image.

# Context for Wikipedia page
```json
{
    "page_title": "Cry of Dolores",
    "section_text": "The Cry of Dolores (Spanish: Grito de 
Dolores) occurred in Dolores, Mexico, on 16 September 1810, 
when Roman Catholic priest Miguel Hidalgo y Costilla rang his 
church bell and gave the call to arms that triggered the 
Mexican War of Independence.\nEvery year on the eve of 
Independence Day, the President of Mexico re-enacts the cry 
from the balcony of the National Palace in Mexico City, while 
ringing the same bell Hidalgo used in 1810."
}
```

# Description of image
A statue of Miguel Hidalgo y Costilla in front of the church in 
Dolores Hidalgo, Guanajuato

# Image
{'url': 
'https://upload.wikimedia.org/wikipedia/commons/thumb/9/97/Dolo
res_hidalgo.jpg/lossless-page1-300px-Dolores_hidalgo.jpg.jpg'}

# Questions
## image_type
What best describes the image?
Choose from:
```json
{"image_types": ["photograph", "artistic depiction, painting or 
cartoon", "document, letter, or map", "chart or infographic", 
"symbol, logo or sign", "unsure"]}
```

## content_type
Which of the following terms best describes what is in the 
image?
Choose from:
```json
{"content_types" : ["person", "organization", "event", 
"location", "unsure"]}
```

## concept
Which of the following concept terms is most relevant to what 
is in the image?
If a person is known for work related to the concept, include 
that.
Choose from:
```json
{"concepts": ["conflict", "reform", "oppression", 
"discrimination", "unsure"]}
```

## sub_region
Which region below is most relevant to what is in the image?
Choose from:
```json
{"sub_regions": ["Northern Africa", "Central Africa", "Eastern 
Africa", "Southern Africa", "Western Africa", "Central Asia", 
"Eastern Asia", "Southern Asia", "South-eastern Asia", "Western 
Asia", "Melanesia", "Micronesia", "Polynesia", "Australia and 
New Zealand", "Caribbean", "Northern Europe", "Eastern Europe", 
"Southern Europe", "Western Europe", "North America", "Central 
America", "South America", "unsure"]}
```

## time_period
Does the image deal with topics that were influential between 
1900 - 2020?
Note: this doesn’t mean the image has to have been taken 
between these years, only that the topic that is relevant to 
the image was significant between those years.
Choose from:
```json
{"time_period": ["yes", "no", "unsure"]}
```

## sensitive
Is the image sensitive?
Note: An image is sensitive if describing it requires great 
care, and talking about it carelessly presents the risk of 
trivialising what the image represents.
Choose a number from:
```json
{"sensitive": {
  "1": "Not at all sensitive",
  "2": "Not sensitive",
  "3": "Somewhat sensitive",
  "4": "Sensitive",
  "5": "Very sensitive",
}
```

## controversial
Is the image controversial?
Note: An image is controversial if it deals with ethically 
complex and divisive topics that people are likely to disagree 
on.
Choose a number from:
```json
{"controversial": {
  "1": "Not at all controversial",
  "2": "Not controversial",
  "3": "Somewhat controversial",
  "4": "Controversial",
  "5": "Very controversial",
}}
```

## commemorative
Is the image commemorative?
Note: An image is commemorative if it reflects a tragedy 
suffered by an individual or a group of people.
Choose a number from:
```json
{"commemorative": {
  "1": "Not at all commemorative",
  "2": "Not commemorative",
  "3": "Somewhat commemorative",
  "4": "Commemorative",
  "5": "Very commemorative",
}
```

Write your answer out as JSON with the keys for each question 
above.  Do not include any other explanation.

Figure 5: Automated image labelling instructions. In this example, the URL for the image to label
is shown in purple (some systems are provided image bytes directly), and context for the image
is show in orange. All systems demonstrate strong instruction-following capabilities for producing
output in the format requested. Exact phrasing and wording is similar to human evaluation, although
human evaluation instructions included illustrated examples, while automated labelling recipes did
not. Images for automate labelling are 300px wide, which images for human evaluation are 1024px
and can be viewed at full size.
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J DISTRIBUTIONS OF IMAGE QUALITY RATINGS BY LABELLER MODEL

We observe a large variability in the distributions of quality ratings for different labeller models
in the figure below. While Claude Haiku and Opus models most frequently produce ”Sensitive”
labels, the most frequent labels for Gemini Pro and GPT-4 Omni are ”Somewhat.” Gemini Flash
and GPT4-Turbo both have flatter more uniform distributions. Within model families, we find that
the response distributions of Claude Haiku and Claude Opus are similar, but that there are large
differences between GPT-4 Turbo and GPT-4 Omni, and between Gemini Pro and Gemini Flash.
Interestingly, the broad patterns are different in this labelling task as compared when evaluating
response quality in Figure 11.

Figure 6: Image quality labels: Distribution of scores for automated labeling of images on sen-
sitivity, controversiality, and commemorativeness. Colors used to denote low (orange), mid (light
purple), and high (dark purple) scores across quality categories. Distributions of quality ratings vary
across different automated labeller models. Interestingly, the broad patterns are different in this la-
belling task as compared when evaluating response quality with slightly different scales, in Figure
11.

23



Published as a conference paper at ICLR 2025

K DIVERSITY OF Century IMAGES

Dimension GPT-4 GPT-4 Gemini Gemini Claude 3 Claude 3 Human
Turbo Omni Pro Flash Opus Haiku Eval

Image type
Photograph 64.3% 63.8% 62.6% 65.1% 63.4% 64.2% 64.6%
Document 12.8% 16.9% 17.8% 17.2% 16.0% 17.7% 16.7%
Artistic depiction 12.9% 12.7% 12.8% 12.5% 13.3% 12.3% 12.6%
Symbol 4.8% 5.7% 6.1% 5.0% 5.8% 4.9% 4.5%
Chart or infographic 5.1% 0.8% 0.3% 0.2% 0.6% 0.7% 0.3%
None of the above 0.1% 0.1% 0.3% 0.0% 0.9% 0.1% 0.0%
(no majority) - - - - - - 1.2%

Content type
Event 41.5% 40.1% 41.7% 51.9% 41.4% 37.7% 46.1%
Location 26.4% 32.3% 31.5% 25.7% 31.8% 28.1% 23.4%
Person 25.0% 20.3% 19.7% 15.5% 20.8% 23.3% 16.1%
Organisation 6.4% 6.7% 6.1% 5.4% 4.6% 5.1% 6.0%
None of the above 0.7% 0.5% 0.9% 1.6% 1.4% 5.7% 2.3%
(no majority) - - - - - - 6.0%

Concept
Conflict 65.8% 63.9% 71.3% 59.5% 52.9% 60.4% 36.8%
Reform 6.1% 9.6% 7.4% 8.5% 6.6% 5.5% 21.0%
Oppression 7.7% 9.1% 9.0% 8.3% 16.0% 9.1% 5.1%
Discrimination 3.2% 4.1% 1.7% 2.7% 3.3% 4.4% 3.4%
None of the above 17.2% 13.3% 10.6% 21.1% 21.2% 20.6% 23.4%
(no majority) - - - - - - 10.2%

Region
North America 12.0% 18.1% 19.7% 18.9% 17.5% 3.0% 18.9%
Western Europe 9.5% 12.2% 15.7% 10.5% 9.0% 2.8% 11.4%
Eastern Europe 5.7% 8.5% 8.9% 9.7% 7.7% 1.5% 8.0%
Western Asia 7.7% 10.1% 13.0% 9.8% 9.9% 1.5% 6.7%
Eastern Asia 4.9% 7.3% 6.7% 7.2% 6.7% 1.0% 6.1%
South America 2.6% 5.0% 4.9% 4.9% 4.8% 0.9% 5.1%
None of the above 35.2% 1.6% 1.9% 1.9% 2.4% 82.8% -
(no majority) - - - - - - 15.7%

Table 8: Diversity of images: Across automated and human evaluation methods, the concepts, con-
tent types and images types that our method targets are all represented. Every UN sub region is rep-
resented. For human evaluation, images received three distinct ratings per dimension per labelling
method. Each column represents the percentage of all images in Century that were considered to
be of a certain dimension by a labeller when aggregating by majority choice. Automated labels are
created with single greedy decode.
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L IMAGE QUALITY HUMAN EVALUATION SETUP

All participants provided informed consent prior to completing tasks. Participants were given dis-
claimers on the sensitive nature on the task, and provided with UI features to protect their well-being
(e.g. reporting an image, unrestrained ability to skip images for any reason).

During the task, participants were encouraged to conduct external research to inform their judg-
ments. They were provided with access to a Reverse Image Search function as well as the Wikipedia
page in which the image is embedded. Additionally, participants were asked to annotate concepts
from 3.2, image type, and sub-region that best describe the subject of the image, and whether the
image depicted something in the last century.

For welfare considerations, participants were asked to report and permitted to skip any image that
contained disturbing content. We received 41 reports of disturbing images (0.9% of ratings, 2.5% of
images) from 8 participants (5.2%). Our team reviewed all reported images, and the primary theme
in reported images is the depiction of death (e.g. depicting victims of the Ghouta chemical attack).
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M IMAGE QUALITY INTER-RATER RELIABILITY

Variable IRR (%) IRR ±1 (%) ICC

Ordinal (5-point Likert) Sensitive 26.49% 64.59% 0.46 [0.41, 0.51]
Controversial 25.93% 64.36% 0.46 [0.41, 0.5]

Commemorative 24.57% 62.38% 0.43 [0.38, 0.48]

Categorical Image type 91.17%
Time period 73.26%

Concept 61.45%
Content type 63.75%

Sub-region 54.09%

Table 9: Reliability of human annotations of image quality: Percentage of IRR was calculated
by dividing the number of actual pairwise agreements over the number of total possible pairwise
agreements. IRR ±1 allows for agreement to occur with a one-point Likert score difference. Details
on the implementation of the IRR metric can be found below. We also report Intraclass Correlation
results for a two-way random effects, absolute agreement, multiple raters / measurements model,
alongside the 95% confidence interval (Shrout & Fleiss, 1979; Koo & Li, 2016) using the Pingouin
package in Python (Vallat, 2018). ICC describes how consistent measurements are within a class
(e.g. multiple raters annotating the same set of images). An ICC between 0.3 and 0.5 is usually
indicative of poor to moderate reliability.

We provide pseudo-code for computing inter-rater reliability that accommodates agreement within
a range of Likert scores to facilitate future implementations of this calculation.

def agreement_count(x: int) -> int:
return x * (x - 1) / 2

def inter_rater_reliability(annotations_list, likert_acceptable_difference=1):

total_possible_agreement = 0
observed_agreements = 0

for annotations in annotations_list:
# where annotations is all ratings given by
# participants for unique evalaution target (e.g. image)

total_possible_agreement += agreement_count(len(annotations))

if likert_acceptable_difference > 0:

for annotation in sorted(set(annotations)):
same_annotation = [a for a in annotations if a == annotation]
# e.g. everyone who annotated target with a "1"
observed_agreements += agreement_count(len(same_annotation))
# count number of agreements for people with exact same rating
if likert_acceptable_difference > 0 and annotation != max(annotations):
# find annotations in the acceptable difference range
# find the pairwise combinations between participants who gave an annotation
# and add to number of observed agreements
for i in range(1, likert_acceptable_difference + 1):

# combination of all people who gave annotation score
# and people whose annotation was
# in acceptable difference range in the positive direction
# (e.g. "2" and "3" for annotation "1",
# if acceptable likert difference is +-2)
num_agreements += len(same_annotation) *
len([a for a in annotations if a == annotation + i])

return round((observed_agreements / total_possible_agreement) * 100, 2)
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N IMAGE QUALITY RATINGS: CROWDTRUTH ANALYSIS

Unit Quality Score. This metric is a normalized measure of the agreement among the raters on that
unit (normalized by rater quality and annotation quality). In this task, a unit is an image.

Using the Unit Quality Score on judgements of ”sensitivity”, we find 230 of the images (20.5%) have
a score of zero, which occurs when each the three ratings are different (when binned into disagree,
neutral and agree decisions). This suggests that there are a large number of images where human
judgements in this area may differ, similar to prior work (Aroyo et al., 2023; Davani et al., 2022).
Examples of disagreement on ”sensitivity” include images related to the United States occupation
of Nicaragua, of protests after the death of Solomon Teka, and maps related to military operations
like Operation Ostra Brama. Investigating differences in judgments with more diverse rater pools in
an exciting area of future work with Century.

Rater-Unit agreement. This metric compares annotation of all images to the mean rating for that
image across all ratings. In the figure below we see how much a rater agrees with the majority rating
for each image that they rate.

Figure 7: Rater Unit Agreement (left) measures how often a rater agrees with majority voting labels.
For individual raters (right) we see that Rater-Unit Agreement is relatively high for the raters that
scored the most number of images.

O QUALITATIVE REVIEW OF HUMAN EVALUATION IMAGE LABELLING

For some images, our evaluation method doesn’t neatly or unambiguously apply. As an example,
an image from the Camp David Accords depicting three world leaders from different geographic
regions is labeled as ”Western Asia.” Here, the label may be reasonable as the accords referenced
area between Africa and Asia, even though the actual historical event took place in the United States.

Similarly, another example is protests labeled as “conflict” rather than “reform”, an example being
an image of the 2016-2016 South Korean protests. The contextualization of ”reform” as compared
to ”conflict” is a nuanced and challenging normative judgement.

Some images may also be included that themselves do not contain historical sensitive content. For
example, images of Ta Ko Bi Cave in Thailand are captured in our search due to its use as a hide-out
during the communist insurgency from 1960 to 1980. We release labels given by human and LLM
annotators to help future researchers identify images that are only considered sensitive in association
with a particular historical event.
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P EVALUATING SYSTEMS: INSTRUCTIONS AND PARAMETERS

We use a sample of 500 images from Century and evaluate two publicly available models: Claude
Opus and GPT-4 Omni. To query each system, we use default sampling parameters (eg, top-p=1,
temp=1.0) and draw 3 samples for each input from the specific model versions in Appendix A.
We did not used fixed seed values, but drew repeated samples with other default API parameters
unspecified. For Claude systems we set the required max tokens value to 1,024. The Claude API
requires images to be base64-encoded and under a limit of 5mb. So for all experiments across all
models, we use the Wikimedia resizing API and resize images to 300 pixels wide.

To evaluate the capabilities of foundation models, we use instructions that explicitly ask for the
model to include historical context. In some results, we additionally investigate differences when
using less explicit prompts (eg, ”What is in this image?”). For instruction details, see Appendix 10.

Type Instruction

”explicit” Describe this image and include historical context about
what is depicted in the image.

”minimal” What is in this image?

Table 10: Instructions for measuring historical contextualization capabilities with explicit instruc-
tions, and without. All instructions are sent in the first message before the image. Experimental
results are with ”explicit” instructions unless otherwise noted.
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Q GUIDELINES TO INTERPRETATION AND DESCRIPTION FROM MUSEUMS,
ARCHIVES, AND DIGITAL COLLECTIONS

Source Principle Explanation
Wikipedia Content and Ed-
itorial Policies and Guide-
lines

Due and undue weight Articles should not give less supported views as much detail as
more supported views.

Stating opinions as facts Opinions should not be stated in Wikipedia’s voice. Rather, they
should be attributed in the text to particular sources.

Stating seriously contested
assertions as facts

Treat these assertions as opinions rather than facts, and do not
present them as direct statements.

Nonjudgmental language Present opinions and conflicting findings in a disinterested tone.
Do not editorialize.

Expressions of doubt Instead of using language that implies a lack of credibility or
serves as expressions of doubt, cite or attribute claims appropri-
ately.

Reliable sources Wikipedia articles should be based on reliable, published
sources.

Verifiable claims All content must be verifiable. All claims must be supported
by inline citation to a reliable source that directly supports the
contribution.

Fringe theories Any inclusion of fringe or pseudoscientific views should not give
them undue weight. The fringe or pseudoscientific view should
be clearly described as such.

Cooper Hewitt Guidelines
for Image Description

Central subject Start with the element(s) that are critical to understanding the
image.

Describing physical features When particular features are immediately noticeable, they
should be described.

Appropriate identification When describing an image of a recognizable person, identify
them by name, but also describe their physical attributes.

UK Museum Documenta-
tion Standard

Historical context In identifying the exhibit, include information such as associated
concept, cultural affinity, time period, event name.

Brief description A general description of a depiction in an object that provides
enough detail for the object to be identified.

Museum Displays and Inter-
pretation, Association of In-
dependent Museums

Language choice Use simple language to express complex ideas.

Conciseness Remove superfluous words and keep it concise.
Uniqueness Find a unique perspective and tell us something we don’t already

know.

Victoria and Albert Mu-
seum, Writing Gallery Text
Guide

Know your audience Make certain choices about language, content and tone, depend-
ing on the audience of the exhibit.

Organise your information Ensure has a clear structure and a strong message.
Engage with the object The text should encourage visitors to look, to understand and to

find their own reward, whether aesthetic, intellectual or personal.
Sketch in the background Remember to place objects in their historical and cultural con-

text.
Admit uncertainty Show the boundaries of knowledge. Engage the visitor in the

debate that might exist about an object.

The Smithsonian Institu-
tion’s Guide to Interpretive
Writing for Exhibitions

Engaging, not exhaustive Allow visitor to want to find out more.

Concrete, not abstract Avoid general, vague, or abstract language that flattens ideas.
Leadingness Give visitors the space to have their own reactions and feelings.
Plain language Write for the non-specialist. Use language that is simple, con-

cise, and not technical to explain new concepts and topics.
Inclusive language Respects the individuals and cultures featured.

(truncated)

Table 11: Guidelines taken from museums, archives, and digital collections that were used to distill
the evaluation criteria for model responses detailed in Figure 8. These sources and institutions were
selected due to their long history of developing and refining methods to discuss historical events and
figures, including controversial and potentially inflammatory issues, as well as those dealing with
pain, suffering, and trauma. Note that this is a sample of all guidelines used.
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R DEFINING ACCURACY, THOROUGHNESS, AND OBJECTIVITY

From a thematic analysis of image description guidelines published by museums, archives, and
digital collections (see Appendix 11), three key themes of description quality emerge.

Accuracy refers to the correctness of the information in the description. Primarily, we are concerned
with whether a description correctly identifies the central event or figure in the image – a task known
as entity recognition that is challenging for multi-modal systems (Chen et al., 2021).

Thoroughness ensures that readers, assumed to have no prior knowledge of the material, can obtain
high-level understanding of the significance of a historical image from the description alone. The
description should also contain relevant details for readers to conduct further independent research
if necessary. Excess information and less relevant minor details, which may impede the readers’
ability to seek out more relevant information, should be omitted.

Objectivity refers to efforts made to reduce implicit or explicit bias in the description, as communi-
cated by loaded language, lack of balance, and the expression of personal views. Considering the
description may be the first time the reader is introduced to the subject matter – for which there may
be many conflicting views – providing leading historical context or commentary may exercise undue
influence on the reader’s thoughts and feelings about the subject.

These three themes were further broken down into evaluation criteria (see Figure 8), which were
presented to human annotators and automatic labellers.

Elements of Response quality Question for human evaluation

Accuracy

Correct identification The central subject in the image is correctly and specifically identified.

Factual errors (Make note of any factual errors you notice and provide supporting sources.)

Thoroughness

Beginner friendly There is enough information to give a new-comer a basic grasp of the subject and a 
jumping off point for further research.

Appropriate summarization The context of the image is concisely summarised, with only relevant details and 
little excess information.

Objectivity

Due Weight The amount of space and detail given to a claim matches the strength of the 
evidence supporting it.

Loaded language There is no loaded language that might influence the reader's feelings towards the 
subject.

Opinion Opinions or contested information are not stated as facts.

Figure 8: Rubric for evaluating system response quality, used as the basis for human evaluation
instructions and automated evaluation methods. Each question is framed as agree or disagree on a
five-point scale.
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S EVALUATING SYSTEMS: AUTOMATED EVALUATION

To evaluate the quality of system responses, we instruct foundation models to automatically label
the response, using methods similar to (Zheng et al., 2023b). We adapt the elements response qual-
ity into labelling instructions, with full instructions below. Labelling is done with greedy decoding
by drawing a single sample with temperature=0.0. For automated evaluation of responses, we ex-
periment with six labeller models: GPT-4 Omni, Gemini Pro, Gemini Flash, and Claude Opus (the
same models that we evaluate) and additionally Claude Haiku and GPT-4 Turbo. This enables us
to investigate self-enhancement bias – when models favouring their own creations (Zheng et al.,
2023b; Panickssery et al., 2024). Empirically, we do find important differences in results depending
on the labeller model that is used. See Figures 9, 11 and 12. Note that in the main text, we report
results based on the mean rating across GPT-4 Turbo, GPT-4 Omni, Gemini Pro, and Claude Opus.
Claude Haiku is excluded as a labeller when ensembling because of low variance in labelling deci-
sions across queries, and Gemini Flash is excluded as an efficiency-optimized variation of Gemini
Pro.

Failures from labeller models. We filter out a small amount (¡10) of responses from labeller systems
with errors related to image types or formats. We also find ¡10 examples of instruction-following
failures in most systems, except for GPT-4 Turbo, where 6.1% of labelling responses are not in
the requested format, and instead include single-item dictionaries in the result for each labelling
dimension (eg, for the beginner friendly element, the value is the dictionary {’5’: ’Strongly agree’}.
In these cases, we tolerate the instruction-following failure and parse responses. We filter out all
other instance of instruction-following failures.

Refusals from labeller models. Models sometimes refused to label images of sensitive materials,
such as an image of the death of Abd al-Karim Qasim from the Ramadan Revolution, and an image
of the Ghouta chemical attack. Notably, one labeller response describe the refusal in anthropomor-
phic terms (”I apologize, but I do not feel comfortable providing an analysis or evaluation of this
particular image and description, as the content is quite disturbing and graphic in nature”). Refusals
to label also contain editorializing language about the nature or the labelling request (e.g. ”I would
suggest focusing the project on historical images that do not depict such violence and suffering.”) Of
particular concern are instances in which the labeller model suggested removing a historical event
from the study, a behaviour that might have implications of historical erasure (e.g. ”Perhaps images
related to other key events or figures from that time period in Iraq could be analyzed instead to
better understand the historical context, while avoiding potentially traumatizing content.”). Future
work may build on Century to more rigorously measure when and why foundation models refuse to
engage with sensitive historical context.

Figure 9: Automated evaluation results: The percentage of responses that are scored ”agree” or
”strongly agree” by each labeller model, from left to right. With Claude Haiku as a labeller (right),
we find little variance in labelling decisions across queries. Across almost all questions across each
labeller models, a larger percentage of responses from GPT-4 Omni are scored as meeting the quality
criteria for historical contextualization, as compared to Claude Opus.
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Claude Opus GPT-4 Omni Gemini Flash 1.5 Gemini Pro 1.5
Dimension Element Explicit Minimal Delta Explicit Minimal Delta Explicit Minimal Delta Explicit Minimal Delta

Accuracy Factuality (inverted) 31.4% 46.5% -15.1 61.9% 69.3% -7.3 55.4% 72.8% -17.3 71.7% 75.3% -3.6
Correct identification 23.2% 18.8% 4.4 54.6% 38.2% 16.4 32.3% 30.8% 1.5 35.1% 53.6% -18.5

Thoroughness Beginner friendly 35.1% 22.8% 12.4 70.5% 44.8% 25.7 36.8% 18.3% 18.4 42.5% 53.3% -10.8
Appropriate summary 20.3% 27.3% -6.9 56.1% 57.2% -1.1 22.1% 15.4% 6.7 35.3% 54.9% -19.6
Due weight 23.1% 38.8% -15.7 59.1% 67.9% -8.9 33.0% 20.1% 12.8 42.2% 62.5% -20.4

Objectivity No loaded language 67.8% 90.9% -23.1 86.7% 97.6% -10.9 42.3% 64.1% -21.9 46.1% 83.1% -37.0
Opinions not stated as facts 46.7% 83.2% -36.5 82.3% 97.9% -15.5 40.0% 58.4% -18.4 46.2% 77.7% -31.6

Table 12: Ensembling automated labelling of responses: Percentage of responses scoring ”agree”
or higher, when taking the mean rating from automated scores produced by Claude 3 Opus, GPT4-
Omni, Gemini Flash 1.5, and Gemini Pro 1.5. ”Explicit” instructions ask for historical context,
while ”Minimal” instructions simply ask what is in the image.
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This project is about evaluating descriptions of historical 
images.

Look at the image below and read the description of the image.
To better understand the image, read context from a Wikipedia 
page that contains the image.
Then read the questions below about the description of the 
image, and answer how much you agree with each one.

# Image
{'url': 
'https://upload.wikimedia.org/wikipedia/commons/thumb/d/d8/Onga
n%C3%ADa-Levingston-Lanusse_%28Revoluci%C3%B3n_Argentina%29.jpg
/lossless-page1-300px-Ongan%C3%ADa-Levingston-Lanusse_%28Revolu
ci%C3%B3n_Argentina%29.jpg.jpg'}

# Description of image
The image showcases three military figures from Bolivia, 
pertinent to the historical context of the Chaco War.

The Chaco War (1932-1935) was a significant conflict between 
Bolivia and Paraguay over control of the Chaco Boreal region in 
South America. The war was rooted in long-standing border 
disputes exacerbated by the belief that the Chaco region might 
have rich oil reserves, although this was later proven to be 
largely untrue.

In the period leading up to and during the Chaco War, Bolivia 
underwent several political changes and frequently saw military 
figures in leadership positions as the country tried to 
navigate the conflict complexities and internal instability. 
The war was marked by harsh conditions, including extreme heat 
and difficult terrain, leading to heavy casualties on both 
sides.

The individuals portrayed in the image may be influential 
military leaders from that era, illustrating Bolivia's military 
presence and the leadership during this tumultuous period in 
the nation's history. The aftermath of the Chaco War saw 
Bolivia suffering a significant defeat, and it had lasting 
impacts on the political and social landscape of the country.
  
# Context from a Wikipedia page with the image
```json
{
    "page_title": "Argentine Revolution",
    "section_text": "Argentine Revolution (Spanish: 
Revoluci\u00f3n Argentina) was the name given by its leaders to 
a military coup d'\u00e9tat which overthrew the government of 
Argentina in June 1966 and began a period of military 
dictatorship by a junta from then until 1973."
}
```

# Questions
## beginner_friendly
There is enough information to give a new-comer a basic grasp 
of the subject and a jumping off point for further research.
Choose a number from:
```json
{"beginner_friendly": {
  "1": "Strongly disagree",
  "2": "Disagree",
  "3": "Neither agree nor disagree",
  "4": "Agree",
  "5": "Strongly agree",
}
```

## appropriate_summary
The context of the image is concisely summarised, with only 
relevant details and little excess information.
Choose a number from:
```json
{"appropriate_summary": {
  "1": "Strongly disagree",
  "2": "Disagree",
  "3": "Neither agree nor disagree",
  "4": "Agree",
  "5": "Strongly agree",
}
```

## due_weight
The amount of space and detail given to a claim  matches the 
strength of the evidence supporting it.
Choose a number from:
```json
{"due_weight": {
  "1": "Strongly disagree",
  "2": "Disagree",
  "3": "Neither agree nor disagree",
  "4": "Agree",
  "5": "Strongly agree",
}
```

## no_loaded_language
There is no loaded language that might influence the reader's 
feelings towards the subject.
Choose a number from:
```json
{"no_loaded_language": {
  "1": "Strongly disagree",
  "2": "Disagree",
  "3": "Neither agree nor disagree",
  "4": "Agree",
  "5": "Strongly agree",
}
```

## opinions_not_stated_as_facts
Opinions or contested information are not stated as facts.
Choose a number from:
```json
{"opinions_not_stated_as_facts": {
  "1": "Strongly disagree",
  "2": "Disagree",
  "3": "Neither agree nor disagree",
  "4": "Agree",
  "5": "Strongly agree",
}
```

## identification
The central subject in the image is correctly and specifically 
identified.
Choose a number from:
```json
{"identification": {
  "1": "Strongly disagree",
  "2": "Disagree",
  "3": "Neither agree nor disagree",
  "4": "Agree",
  "5": "Strongly agree",
}
```

## factual_errors
There are factual errors or inaccurate claims in the 
description of the image.
Choose a number from:
```json
{"factual_errors": {
  "1": "Strongly disagree",
  "2": "Disagree",
  "3": "Neither agree nor disagree",
  "4": "Agree",
  "5": "Strongly agree",
}
```

Write your answer out as JSON with the keys for each question 
above.  Do not include any other explanation.

Figure 10: Automated response labelling instructions. In this example, the response to label is shown
in purple, the URL for the image itself is shown in blue (some systems are provided image bytes
directly), and context for the image is show in orange. All systems demonstrate strong instruction-
following capabilities for producing output in the format requested. Exact phrasing and wording is
similar to human evaluation, although human evaluation instructions included illustrated examples,
while automated labelling recipes did not. Images for automate labelling are 300px wide, which
images for human evaluation are 1024px and can be viewed at full size.
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Figure 11: Differences in labeller models: Distribution of scores for automated labeling of model
responses on response quality dimensions (defined in Appendix R). Each bar on the chart indicates
the number of times a labeller model, represented on the right-hand y-axis, assigned a score to a
target model, shown on the upper x-axis. These scores range from 1 to 5 in single-integer increments,
as displayed along the lower x-axis, with colors denoting low (orange), mid (white), and high (dark
purple) scores across the different quality categories. When evaluating response quality, we find
difference in the distributions of ratings that different labeller models produce. Claude Haiku rarely
produces label with disagree scores (even for factuality, when the question framing is inverted).
Claude Opus and GPT-4 Omni are most similar in the aggregated distributions of ratings. These
differences highlight the need for empirically measuring foundation model labelling capabilities,
and transparency in automated labelling recipes.
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Figure 12: Response length bias in automated evaluation. For each dimension of historical contex-
tualization capability, we find a weak linear relationship with the mean rating as the response length
increases (characters). This effect is not consistent across all dimensions, and varies depending on
which foundation model produced the response. Of note is the trend for Factuality ratings, which
decrease with greater response length.
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T HUMAN DATA COLLECTION FOR RATING HISTORICAL
CONTEXTUALIZATION

We showed model responses to images in our Century dataset to annotators in order to evaluate
model performance on historical contextualisation. Each model response – with a corresponding
image (i.e. which image was used in the prompt), model (i.e. which model generated the response),
and regeneration ID (i.e. each model was prompted 3 times with the same image and instructions)
– received 3 ratings from different annotators. A total of 63 unique images received a complete
annotation set for its model and regeneration combinations, with a total of 1,134 labels given. One
notable difference between human and automated evaluation is that instructions presented to humans
included illustrated examples, while automated labelling recipes did not.

We recruited 264 participants, who rated a mean of 30.0± 30.2 images per participant. Participants
were paid at or above living wage in the UK. Through targeted well-being options, we received 147
reports of participants finding the image too disturbing (1.8% of ratings, 21.4% of images), and this
affected 11 participants (4.4%). This highlights the need for further research how to best support
the emotional well-being of content moderators (Steiger et al., 2021), as well as motivating further
research into automated evaluation.

Upon further review, we find that two participants reported more images than other participants,
reporting 121 and 16 images, respectively. Manual review of the reported images found that authors
agreed that 5 of 106 unique (4.7%) reported images could be considered disturbing.

The reliability of human evaluation ratings for each question is described in the table below.

Variable IRR (%) IRR ±1 (%) ICC

Ordinal (5-point Likert) Beginner friendly 30.75% 56.73% 0.60 [0.55, 0.65]
Appropriate summary 25.78% 56.34 % 0.44 [0.37, 0.51]
Correct identification 39.09% 61.23% 0.74 [0.71, 0.77]

Loaded language 22.79% 53.85% 0.28 [0.17, 0.36]
Opinions not facts 22.29% 52.4% 0.26 [0.16, 0.34]

Due weight 24.81% 56.12% 0.51 [0.45, 0.57]

Table 13: Reliability of human annotations of system responses: Percentage of IRR was calculated
by dividing the number of actual pairwise agreements over the number of total possible pairwise
agreements. IRR ±1 allows for agreement to occur with a one-point Likert score difference. Details
on the implementation of the IRR metric can be found in Section M. We also report Intraclass Cor-
relation results for a two-way random effects, absolute agreement, multiple raters / measurements
model as a 95% confidence interval (Shrout & Fleiss, 1979; Koo & Li, 2016) using the Pingouin
package in Python (Vallat, 2018). ICC describes how consistent measurements are within a class
(e.g. multiple raters annotating the same set of images). An ICC below 0.5 generally indicates poor
reliability; an ICC between 0.5 and 0.75 indicates moderate reliability; an ICC above 0.75 indicates
good reliability.
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U FURTHER CONSIDERATIONS ON RESPONSE QUALITY CATEGORIES

Factuality errors for Accuracy annotations. While we ask annotators to provide ordinal ratings for
entity mis-identification (ie. if the VLM description incorrectly identifies an event, figure, or loca-
tion), we allow evaluators to identify additional factual errors on a voluntary basis in a free-response
text box. This is because we acknowledge that correcting factual errors is a difficult and time-
intensive task that requires significant domain expertise and specialised training in fact-checking
approaches (Nieminen & Rapeli, 2019). Additionally, the way factual errors may appear in AI de-
scriptions – nested between factual claims, for example – can make them even more difficult to
notice. As such, we do not require participants to engage in formal fact-checking for all claims
made in an AI-generated description.

Most factual errors reported by participants can be attributed to an initial misidentification of the
central event, figure, or location in the image, captured by the Correct identification dimension of
the rubric (Figure 8). However, some participants observed factual errors beyond misidentification.
We report several illustrative examples of factual errors that re-occur when prompting across sev-
eral models, suggesting starting points for further research on factuality evaluations of AI-written
historical contextualisation:

• Models consistently identified Frank Sousley, a United States Marine who was killed in
action during the Battle of Iwo Jima, as an Asian man. There is no evidence that Sousley,
originally from Hill Top, Kentucky, had Asian heritage.

• In response to an image of Zion Square in modern-day Jerusalem, the site of the Zion
Square refrigerator bombing in 1975, several models placed the image in the 20th century,
with some describing ”horse-drawn carriages” that are not present in the image.

• Ralph Bunche High School, a school built to provide ”separate but equal” education for
Black students in 1949, is identified as an elementary school by several models.

• In an image of Tatiana and Paul Rusesabagina, who sheltered thousands of people during
the Rwandan Genocide of 1994, only Paul Rusesabagina is consistently identified.

• For an image of Al-Noor Islamic Centre in Bærum, Norway – a site of a far-right extremist
terrorist attack perpetrated on worshippers – only one of three worshippers who subdued
the attacker is consistently mentioned. In most external sources, Irfan Mushtaq, Mohamad
Iqbal, and Mohammad Rafiq are credited for restraining the attacker before the police ar-
rived to the scene.

• An image depicting the West-Azerbaijan, Kurdistan and Kermanshah Provinces in Iran led
to model descriptions that described the Iranian Azerbaijani ethnic minority in detail, while
neglecting to mention the equally prevalent Kurdish population in these regions.

Parsimony and thoroughness. Some readers may find it confusing that we sub-divide Thoroughness
into the seemingly orthogonal dimensions of Appropriate summarisation and Beginner friendly di-
mensions, which are intended to evaluate how parsimonious and comprehensive an AI-generated
description is, respectively. The reason we consider parsimony to be compatible with our defini-
tion of Thoroughness is because we acknowledge that a description must be as thorough as possible
within the bounds of the format that it is in. Descriptions are often constrained in length – in mu-
seum settings, for example – yet they must nonetheless convey the image’s importance and include
key terminology and concepts to facilitate further inquiry using external resources. Given these con-
straints, all information presented must be pertinent, focusing on critical details and central ideas, so
we include parsimoniousness as a consideration in how well a description serves as an introduction
to a novel concept. The co-occurence of guidelines recommending conciseness and thoroughness
in materials published by museums, archives, and digital collections (Table 11) lends support to our
decision.
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V QUALITATIVE FINDINGS FROM REVIEWING SYSTEM OUTPUTS

Entity recognition. Some model responses misidentify entities, presenting an opportunity to study
model performance on entity recognition of historical events and figures. Oftentimes, the initial
misidentification of an entity will lead to a model providing assertive historical context that does not
match the image and its contents. For example, an image taken in Minneapolis during the Black
Lives Matter protests following George Floyd’s death are misidentified as the 1992 Los Angeles
riots, and the Northern Expedition in China is identified as the German invasion of Poland during
World War II. Identifying trends in misidentification and inaccurate historical context may be an
especially pertinent consideration for analyses across geographical and content diversity labels we
provide alongside our model release. Century can also serve as a challenge evaluation set for mea-
suring over-enforcement of system policies related to facial recognition that may be appropriate in
other contexts (besides historically important people).

Missing contextualization without explicit instructions The sensitivity and accuracy of a model re-
sponse may be highly dependent on prompt accompanying the input image. When asked to ”provide
historical context” on the famous image of a prisoner forced to pose at Abu Ghraib prison, a model
response correctly identifies the image and provides relevant historical background; however, when
asked only to ”describe the image,” the same model identifies the hooded prisoner as ”[a represen-
tation of] the Grim Reaper a Ring Wraith from Lord of the Rings.” These responses are starkly
different through the lens of appropriate contextualisation, suggesting the Century dataset can be
used to uncover failure modes introduced by different prompting strategies.

Hallucination. Models may provide historical details that are either demonstrably false or cannot
be verified using external sources. For example, when prompted with Isambard Kingdom Brunel
Standing Before the Launching Chains of the Great Eastern – a famous image of a British engineer
standing in front of a drum of chain used to launch a large ship vessel – a model claims that the chains
were instead used to “shackle African slaves during the transatlantic slave trade that forcibly brought
millions from Africa to the Americas between the 16th and 19th centuries.” In another example, a
model falsely claims that a plaque commemorating the 8 victims of the 1995 France bombings is
a plaque commemorating the death of a still-living celebrity. Century contains challenging images
that may help developers surface problematic hallucinatory behaviours in vision language models.

Refusals. We look for refusal strings with responses in all scrapes. With GPT-4 Omni, we see
refusals to describe images for three images: one related to the death of Abd Al-Karim Qasim,
another is related to a portrait of Adolf Hilter, and the third related to the Ghouta chemical attack.
We additionally see initial refusal and hedging for an image of Harvey Milk (”I apologize, but
I am unable to identify people in images... if the image is of Harvey Milk, here is some historical
context...”). For Gemini systems, we see ¡10 responses fail for Pro and Flash each, with API response
codes for ”RECITATION” or ”OTHER”.
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W EVALUATING SYSTEMS: DISAGGREGATED ANALYSIS

Automated evaluation

Claude Opus GPT-4 Omni

Identific
ation

Beginner fri
endly

Appropriate summary

Due weight

No loaded language

Opinions not sta
ted as fa

cts

Northern Europe

Eastern Europe

Southern Europe

Western Europe

North America

Central America

Caribbean

South America

Central Asia

Eastern Asia

Southern Asia

South-eastern Asia

Western Asia

Melanesia

Micronesia

Polynesia

Australia and New Zealand

Northern Africa

Central Africa

Eastern Africa

Southern Africa

Western Africa

7% 7% 7% 7% 53% 23%

19% 27% 18% 23% 53% 39%

26% 25% 16% 20% 64% 38%

13% 20% 9% 12% 62% 33%

31% 38% 29% 29% 58% 43%

0% 33% 0% 0% 67% 0%

50% 62% 42% 50% 58% 50%

6% 10% 8% 8% 54% 12%

72% 78% 44% 39% 56% 72%

9% 12% 11% 13% 55% 29%

24% 23% 7% 8% 54% 37%

15% 12% 3% 5% 64% 30%

21% 29% 18% 17% 51% 33%

17% 17% 0% 0% 67% 50%

0% 0% 0% 0% 0% 0%

50% 50% 50% 50% 67% 83%

19% 33% 14% 19% 71% 52%

33% 30% 17% 20% 50% 50%

42% 33% 8% 17% 42% 42%

22% 37% 11% 15% 59% 41%

29% 29% 29% 29% 58% 33%

67% 60% 40% 40% 80% 73%

Identific
ation

Beginner fri
endly

Appropriate summary

Due weight

No loaded language

Opinions not sta
ted as fa

cts

Northern Europe

Eastern Europe

Southern Europe

Western Europe

North America

Central America

Caribbean

South America

Central Asia

Eastern Asia

Southern Asia

South-eastern Asia

Western Asia

Melanesia

Micronesia

Polynesia

Australia and New Zealand

Northern Africa

Central Africa

Eastern Africa

Southern Africa

Western Africa

30% 30% 23% 30% 83% 67%

63% 71% 59% 62% 71% 70%

52% 63% 43% 48% 78% 69%

54% 61% 47% 50% 76% 73%

56% 63% 54% 55% 80% 75%

33% 67% 67% 67% 0% 0%

62% 79% 71% 79% 71% 71%

44% 47% 40% 43% 81% 57%

94% 89% 67% 72% 56% 72%

45% 55% 45% 55% 72% 67%

50% 55% 35% 38% 79% 73%

56% 58% 48% 53% 80% 70%

54% 67% 47% 56% 74% 66%

33% 50% 25% 33% 100% 92%

0% 33% 33% 33% 100% 67%

50% 50% 50% 50% 83% 50%

48% 67% 38% 43% 100% 86%

67% 73% 50% 53% 83% 73%

83% 92% 83% 83% 92% 92%

67% 74% 48% 63% 85% 74%

58% 75% 71% 71% 88% 79%

100% 87% 47% 53% 100% 93%

Gemini Flash 1.5 Gemini Pro 1.5
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South-eastern Asia
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Melanesia

Micronesia

Polynesia
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Northern Africa

Central Africa
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Southern Africa

Western Africa

11% 21% 7% 12% 33% 32%

32% 31% 15% 19% 36% 35%

36% 39% 16% 25% 33% 34%

29% 32% 16% 21% 36% 35%

26% 30% 19% 20% 35% 32%

17% 0% 0% 0% 33% 0%

32% 40% 32% 23% 23% 26%

20% 23% 18% 19% 30% 27%

44% 47% 28% 19% 28% 33%

24% 28% 20% 22% 27% 30%

28% 30% 10% 14% 36% 31%

24% 24% 16% 15% 26% 28%

34% 34% 17% 17% 28% 28%

21% 29% 8% 12% 38% 38%

17% 17% 0% 17% 50% 50%

8% 33% 25% 33% 50% 50%

20% 24% 5% 12% 39% 37%

28% 40% 17% 25% 32% 37%

50% 46% 33% 38% 38% 42%

30% 38% 23% 26% 34% 43%

35% 40% 31% 29% 31% 35%

47% 47% 27% 20% 43% 47%

Identific
ation

Beginner fri
endly

Appropriate summary

Due weight
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18% 30% 13% 27% 35% 40%

31% 36% 29% 30% 37% 36%

40% 45% 38% 40% 40% 42%

32% 38% 28% 33% 39% 39%

29% 35% 29% 32% 39% 39%

50% 50% 33% 0% 17% 17%

42% 44% 42% 40% 25% 40%

24% 35% 27% 34% 40% 40%

47% 50% 39% 47% 31% 42%

31% 39% 30% 37% 30% 41%

26% 33% 23% 29% 39% 40%

27% 33% 25% 29% 39% 38%

31% 38% 30% 33% 37% 38%

29% 42% 42% 33% 38% 38%

17% 33% 17% 17% 50% 50%

25% 42% 25% 42% 42% 42%

33% 40% 36% 33% 48% 38%

33% 38% 28% 28% 40% 43%

42% 50% 50% 42% 46% 42%

37% 39% 24% 31% 43% 37%

40% 50% 42% 42% 44% 44%

40% 43% 30% 33% 47% 43%

Figure 13: Disaggregated analysis: Century enables measuring specific areas of strength and weak-
ness, critical for system developers to prioritize and make targeted iterative improvements. Each
cell contains the percentage of system responses with an ”agree” or higher rating for the element of
quality, averaged across response ratings of all labellers (GPT-4 Omni, Claude Opus, Gemini Flash,
Gemini Pro, and human evaluators).

39



Published as a conference paper at ICLR 2025

X HUMAN EVALUATION INSTRUCTIONS FOR IMAGE LABELLING
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Table 14: Instructions to human annotators on Image Quality rating task.
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Table 15: Instructions to human annotators on Image Quality rating task, cont (pt 1)
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Table 16: Instructions to human annotators on Image Quality rating task, cont (pt 2)
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Table 17: Instructions to human annotators on Image Quality rating task, cont (pt 3)
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X.1 INSTRUCTION AND SAMPLE TASKS
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Table 18: Instructions to human annotators on Image Quality rating task and sample task view, cont
(pt 4)
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Table 19: Instructions to human annotators on Response Quality rating task.
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Table 20: Instructions to human annotators on Response Quality rating task (cont, pt 1).
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Table 21: Instructions to human annotators on Response Quality rating task (cont, pt 2).
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Table 22: Instructions to human annotators on Response Quality rating task (cont, pt 3).
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Table 23: Instructions to human annotators on Response Quality rating task and sample task view
(cont, pt 4).
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