
Relation Prediction as an Auxiliary Training Objective
for Improving Multi-Relational Graph Representations

Yihong Chen, Pasquale Minervini, Sebastian Riedel, Pontus Stenetorp

University College London
Facebook AI Research London



Knowledge Base 
Completion (KBC)

The task of KBC demands good 
representation learning on 
multi-relational graphs.



History of KBC Models

Models get more and more complex ...



Re-evaluation of KBC Models

Simple Models with Appropriate Training Strategies 
        ≈ 
Complicated Models 
              ?!



Relation Prediction as 
An Auxiliary Training 
Objective for KBC

A new self-supervised training objective 
● not only predicting entities 
● but also predicting relations



Including Relation Prediction into 1vsAll Objective

hyper-parameter balancing the entity prediction and relation prediction : ג 



Experiments

How does relation prediction impact 
various models on different datasets?



Experimental Setup

Models RESCAL, ComplEx, CP, TuckER

extensive hyper-parameters search 
based on validation set 

 ≈ 41,316 runs



Test Performance on All Datasets



Test Performance Across Various Models, λ=1



Ablation Study: Embedding Size & Number of Relation Types



Summary

Future Work

● extend to more complex models

● downstream applications besides link 

prediction
○ node classification

Relation Prediction as an Auxiliary 
Objective for Training KBC Models

Conclusion

● a new self-supervised objective 

for training KBC models 

● up to 9.9% boost in Hits@1 on 

FB15k-237



Thank you :)

Q&A


