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SceneWeaver: Text-Driven Scene Generation with
Geometry-aware Gaussian Splatting

In this Supplementary Material, we will further detail the following aspects omitted
in the Main Paper.

• Section 1: Detailed description of progressive scene generation framework.

• Section 2: Model zoo.

• Section 3: Additional qualitative results.

1. Detailed description of progressive scene generation framework

In this section, we describe in more detail the progressive scene generation framework used
by our method. Our goal is to generate 3D scenes that match the given text prompts.

Initial View Generation. For the initial view, if the user chooses to generate a scene
based on a natural language description y, which could be a sentence describing objects or
abstract style and quality requirements. We employ a pre-trained text-to-image diffusion
model Rombach et al. (2022) Ft2i to generate the initial view image I0 ∈ R3×H×W , where H
and W denote the height and width of the image. Alternatively, users can generate a scene
using a synthetic or real image. In this scenario, a pre-trained image-to-text generation
model Fi2t Contributors (2023) is used to create a description as text prompt y for text-
conditioned inpainting. We utilize a monocular depth estimator Fd Bhat et al. (2023) to
obtain the depth mapDm

0 ∈ RH×W from I0. The object boundaries and details in the depth
map are enhanced by the Multi-level Depth Refinement (MDR) mechanism to improve the
quality of the depth map and obtain a refined depth map D̃m

0 .

Initial Point Cloud Generation. We provide predefined cameras {Ci}Ni=0, where N
denotes the number of cameras. Each camera Ci consists of the extrinsic parameters Ei ∈
R3×4 and a shared intrinsic parameter K ∈ R3×3. Based on the camera parameters E0 and
K, the RGB image I0, and the corresponding refined depth map D̃m

0 , we lift 2D pixels into
3D space. The point cloud for the initial view is defined as P0:

P0 = f2−→3(I0, D̃
m
0 ,E0,K), (1)

where f2−→3 is a series of geometric transformations made to lift 2D pixels into 3D space.

Progressively Point Cloud Generation. The generated point cloud for each camera
pose should be fused to the existing one. Specifically, at the ith (i ̸= 0) camera, the existing
point cloud Pi−1 is projected into 2D-pixel space. Due to the change in camera position, this
projection results in a partial image Îi and a mask M̂i indicating the area to be inpainted:

Îi,M̂i = f3−→2(Pi−1,Ei,K), (2)
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where f3−→2 is a series of geometric transformations made to project the point cloud from
the world coordinate system to the pixel coordinate system.

The image inpainting model Finpaint is used to obtain the full image Ii based on the

partial image Îi, the mask M̂i and the text prompt y. The monocular depth estimator Fd is
utilized to get the corresponding depth Dm

i , which is further refined to obtain refined depth
D̃m

i using MDR. In the progressive generation of the point cloud, inpainted pixels from Ii
are lifted to the point cloud at each camera pose. Since there is some difference between the
neighboring depth maps, D̃m

i needs to be processed by minimizing the distance between the
overlapping regions of the two point clouds to get the aligned depth D̄i. Following Chung
et al. (2023), we estimate the optimal depth scale factor di to minimize the distance. The
above process can be defined as follows:

D̄i = diD̃
m
i (3)

Then the inpainted 2D pixels need to be transformed from pixel coordinates to world
coordinates to get the updated point cloud Pi:

Pi = fupdate(f2−→3(Ii, D̄i,Ei,K),P i−1,M̂i = 0), (4)

where fupdate(·) is the function that fuses the new point cloud into the existing point cloud

Pi−1. M̂i = 0 means only the inpainted pixels needs to be transformed. Repeat the above
steps N times to get the final point cloud PN . 3D Gaussians are initialized by PN and
optimized by following the optimization objective Lrgb proposed in Kerbl et al. (2023).

2. Model zoo

SceneScape Fridman et al. (2024) is a text-driven perpetual view generation method that
synthesizes long-term videos of various scenes from a text prompt describing the scene and
camera poses. It leverages a pre-trained text-to-image model and a pre-trained monocular
depth prediction model to construct a unified mesh representation of the scene.
Text2Room Höllein et al. (2023) generates room-scale textured 3D meshes from text
prompts. It utilizes a pre-trained text-to-image model to synthesize a series of images
from different camera poses. Using a progressive alignment strategy, it seamlessly merges
the content of each image into a textured 3D mesh, resulting in complete 3D scenes with
multiple objects and clear geometric structures.
WonderJourney Yu et al. (2024) is a modular framework for perpetual 3D scene genera-
tion. The model starts with any textual description or image and utilizes LLM to generate
textual descriptions of the scene at each stage. Scenes are generated using a text-driven
point cloud generation pipeline and the generated scenes are validated using a large VLM.
For a fair comparison with other methods, WonderJourney uses the same textual description
at different stages of a scene and does not use VLM validation.
LucidDreamer Chung et al. (2023) is a domain-free scene generation pipeline that lever-
ages existing large-scale diffusion generation models and monocular depth estimators. The
model incrementally lifts 2D pixels into 3D space, merging them with the existing point
cloud. The point cloud of the scene is used as the initial points for 3D Gaussians, and the
scene is optimized by the optimization objective in Gaussian Splatting.
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SceneScape

“A living room with a 
lit furnace, couch and 
cozy curtains, bright 
lamps that make the 
room look well-lit.”

Text2Room LucidDreamer

WonderJourney Invisible-stitch Ours

Figure 1: Qualitative comparison of our method and baselines.

Invisible-stitch Engstler et al. (2024) utilizes the proposed general-purpose depth inpaint-
ing model to complete the depth map at each viewpoint. The model incrementally lifts 2D
pixels into 3D space, merging them with the existing point cloud. The obtained point cloud
is used as the initial points for 3D Gaussians, thus generating a 3D scene by Gaussian
splatting.

3. Additional qualitative results

Figure.1 and Figure.2 show more qualitative results. (i) SceneScape (Fridman et al., 2024),
WonderJourney (Yu et al., 2024), and Invisible-stitch (Engstler et al., 2024) all create
relatively complete scene structures and appear to be coherently connected at particular
viewpoints. However, when the images are rendered from new viewpoints, clear breaks can
be observed in the boxed regions of the rendered images, and geometric distortions are
evident. (ii) Text2Room (Höllein et al., 2023) uses polygonal meshes to represent scenes.
It proposes a threshold filtering scheme for mesh fusion, which leads to the possibility
that not all mesh stretching regions can be detected. This results in a large number of
distorted and oversmoothed regions observable in the rendered images, which is particularly
noticeable in outdoor scenes. (iii) LucidDreamer (Chung et al., 2023) is currently the most
visually appealing progressive scene generation framework, but we can observe artifacts and
geometric distortions in the boxed parts of the rendered images. (iv) Compared to baselines,
our approach contains the necessary scene structure and yields high-quality rendered results
with realistic details, significantly reducing artifacts and geometric distortions.



SceneScape

“An urban park area 
playground with 

slides and fitness 
equipments.”

Text2Room LucidDreamer

WonderJourney Invisible-stitch Ours

Figure 2: Qualitative comparison of our method and baselines.
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