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Abstract001

Large language models (LLMs) encode vast002
amounts of world knowledge but remain static003
once trained, making timely integration of004
emerging facts prohibitively expensive via full005
retraining. Knowledge-editing techniques have006
thus emerged to inject or overwrite specific007
facts into LLMs, yet they either over-rely on008
superficial cues or incur complex, iterative009
pipelines that collapse under noisy, multi-hop010
conditions. We introduce Reason-KE, an end-011
to-end reasoning-chain-based editing frame-012
work that steers a pretrained LLM through four013
structured stages—fact acknowledgment, rele-014
vance determination, selective application, and015
final reasoning—to filter distractors in a single016
pass. Trained on MQuAKE-CF with up to four017
irrelevant facts, Reason-KE elevates Qwen2.5-018
7B’s multi-hop QA accuracy to 90.2% (↑17.6019
pp) while suffering merely 6.3% drop under020
heavy distraction and <1% when answers are021
leaked. Our quantitative analysis confirms022
Reason-KE’s resilience and efficiency, estab-023
lishing a new state of the art for reliable LLM024
knowledge updates. The code will be released.025

1 Introduction026

Large language models (LLMs, Grattafiori et al.,027

2024; Yang et al., 2024; Guo et al., 2025) have re-028

cently advanced at an unprecedented pace, demon-029

strating strong performance across a wide range030

of natural language processing tasks (Zhao et al.,031

2023). However, these models encode world knowl-032

edge statistically, and updating emerging facts via033

full retraining is prohibitively expensive. To ad-034

dress this limitation, knowledge editing (KE) tech-035

niques (Yao et al., 2023) have been proposed to036

inject or overwrite the specific facts in pretrained037

LLMs without retraining from scratch.038

Existing KE methods fall into two main cate-039

gories. Parameter modification approaches (Zhu040

et al., 2020; Meng et al., 2022a,b) directly al-041

ter model weights to integrate new information,042
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Figure 1: Performance of three knowledge-editing
methods under increasing levels of distraction. (a)
w/o distractor: Editing sets contain only relevant facts.
(b) w/ 2 distractors: Two irrelevant facts are added for
each relevant fact. (c) w/ 4 distractors: Four irrelevant
facts are added for each relevant fact. Numeric annota-
tions above each bar indicate the relative accuracy drop
(↓) from the no-distractor setting. Our method consis-
tently achieves the highest accuracy and exhibits the
smallest degradation as the number of distractors grows.

while parameter preservation methods (Wang et al., 043

2024a; Cohen et al., 2024a) add lightweight mod- 044

ules or leverage in-context learning to achieve 045

editing with minimal changes to the base model. 046

Although parameter-preservation frameworks per- 047

form well on multi-hop question answering (MQA) 048

benchmarks (Zhong et al., 2023; Cohen et al., 049

2024b), they often rely too heavily on surface-level 050

context cues. As a result, their performance de- 051

grades sharply when faced with noisy or irrelevant 052

facts, a scenario common in real-world applica- 053

tions (Wang et al., 2024b). 054

To overcome these challenges, we introduce 055

Reason-KE, an end-to-end reasoning-chain-based 056

KE framework that guides a pretrained LLM 057

through four structured stages: 1) Acknowledgment 058

of updated information; 2) Relevance Determina- 059

tion to filter distractors; 3) Selective Application of 060

pertinent facts; and 4) Final Reasoning to derive 061

the answer. By explicitly modeling each reasoning 062

step in a single pass, Reason-KE eliminates the 063

need for complex iterative pipelines and maintains 064

robustness under heavy distraction (Figure 1). 065
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Figure 2: Illustration of our four-stage workflow for multi-hop KE in the presence of distractors. 1. Acknowl-
edge Updated Information ingests all editing facts (“Fact A & B”). 2. Determine Relevance evaluates each fact
against the question to gauge usefulness. 3. Apply or Ignore retains relevant facts (“Fact A”), discards others (“Fact
B”). 4. Reasoning composes an explicit reasoning chain to derive the final answer (“Zoran Milanović”). This
pipeline filters out noise and enables reliable multi-hop reasoning even in the presence of redundant information.

Experiments on the MQuAKE-CF dataset-066

augmented with up to four irrelevant facts-show067

that Reason-KE raises Qwen2.5-7B’s multi-hop068

QA accuracy to 90.2%, a 17.6 percentage-point069

gain over the strongest baseline, while limiting per-070

formance drops to 6.3% under high distraction and071

below 1% when answers are directly exposed. Our072

contributions are threefold:073

• We propose Reason-KE, a simple and ef-074

fective end-to-end framework for multi-hop075

knowledge editing that robustly handles re-076

dundant information without iterative loops.077

• We empirically demonstrate that our method078

consistently outperforms state-of-the-art079

(SOTA) baselines across diverse distractor080

settings and exhibits minimal degradation081

when answers are leaked.082

• We provide quantitative analyses on the im-083

pact of distractors and answer exposure, es-084

tablishing a new SOTA in both reliability and085

efficiency for LLM knowledge updates.086

2 Methodology087

2.1 Background088

Knowledge Editing. Knowledge editing (KE)089

seeks to update specific facts in a pretrained LLM090

without full retraining (Mitchell et al., 2021). Each091

fact is a triplet f = (s, r, o), and an edit changes092

the object to o∗, yielding e = (s, r, o → o∗), for093

example, (the United States, the president of { } is,094

Joe Biden → Donald Trump).095

Multi-hop QA in KE. Multi-hop questions Q096

require reasoning over a chain of interdependent097

facts C = [(s1, r1, o1), . . . , (sn, rn, on)], where098

si+1 = oi and on is the answer. Under editing, 099

any e ∈ E can alter the final result. Prior work 100

finds the golden chain C∗ via iterative decompo- 101

sition (Wang et al., 2024a; Zhong et al., 2023; Gu 102

et al., 2023), but demands highly relevant facts. In 103

realistic settings, editing sets often include distrac- 104

tors, which may confuse the model, underscoring 105

the need for noise resistance. 106

2.2 Reasoning Training 107

To mitigate the issue above, We propose Reason- 108

KE, a simple yet efficient end-to-end framework. 109

Unlike previous methods, Reason-KE eliminates 110

complex iterative framework and instead explores 111

the model’s intrinsic reasoning ability. Specifically, 112

given an editing set E and a corresponding question 113

Q, the LLM is required to generate an explicit 114

reasoning process that leads to the final answer. 115

Construction of Training Data. We used the 116

widely used dataset MQuAKE-CF in the field 117

of knowledge editing, which contains 9,218 data 118

points, to construct our training dataset. Specifi- 119

cally, given an editing set E and its corresponding 120

QA pair, we employ Deepseed-R11 to generate a 121

step-by-step reasoning process. Moreover, to en- 122

hance the model’s robustness to distractors, we add 123

extra 0, 2, and 4 distractors to editing sets E at a 124

ratio of 90%, 5% and 5%, respectively. To achieve 125

our goal, our designed reasoning process includes 126

the following parts: (1) Acknowledge Updated 127

Information: Confirm the facts in E . (2) Deter- 128

mine Relevance: Determine the relevance between 129

the facts and question Q. (3) Apply Updated In- 130

formation or Ignore: Based on the relevance in 131

(2), determine which fact to apply or ignore. (4) 132

1https://api-docs.deepseek.com/
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Reasoning: Based on the applied knowledge and133

Q, reason out the final answer. Further details are134

provided in Appendix A.135

Fine-Tuning. We trained on Qwen2.5-7B-136

Instruct (Yang et al., 2024), and more training137

details can be found in Appendix B.3.138

3 Experimental Setup139

Baselines and Models. We compare our method140

with various model editing methods, including141

the parameter modification method ROME (Meng142

et al., 2022a) and parameter preservation methods143

MeLLo (Zhong et al., 2023), PokeMQA (Gu et al.,144

2023), EditCoT (Wang et al., 2024a), and RAE (Shi145

et al., 2024). All our experiments are conducted146

on Qwen2.5-instruct-7B (Yang et al., 2024). More147

details in Appendix B.1.148

Datasets and Metrics. We evaluate our method149

and baselines on MQuAKE dataset (Zhong et al.,150

2023), a knowledge editing benchmark designed151

for multi-hop QA. We use MQuAKE-CF-3k as152

our test set, which includes 3,000 items. Impor-153

tantly, MQuAKE-CF-3k and MQuAKE-CF share154

no overlapping data points. Following previous155

work (Zhong et al., 2023), we choose Multihop-156

Accuracy as evaluation metric, which use Exact157

Match to measure the accuracy. More details can158

be found in Appendix B.2.159

Distractors Selection. To systematically evalu-160

ate robustness to irrelevant-fact interference, we re-161

trieve k extra facts for each supporting fact needed162

by the question, where k ∈ {0, 1, 2}. Conse-163

quently, if a question requires m facts, the total164

number of distractors added to E is n = m × k.165

See Appendix B.4 for more details.166

4 Main Rsults167

We demonstrate the result of our method and base-168

lines in Table 1& 2. We demonstrate that:169

Reason-KE outperforms other methods in multi-170

hop setting by a significant margin. As shown171

in Table 1, our method achieves a 17.64% average172

performance improvement over RAE in multi-hop173

settings, demonstrating strong reasoning capabil-174

ity. Moreover, when encountering distractors, prior175

methods like PokeMQA and EDIT-COT struggle to176

construct the golden path. In contrast, our method177

enables the model to reason internally, preserv-178

ing consistency throughout the reasoning chain.179

Even under the most challenging 4-hops setting, 180

our method still maintains high performance. 181

Reason-KE brings stable improvements on more 182

complex editing sets E . The more facts that need 183

editing, the more interference terms added and the 184

more complex the editing set E becomes. This set- 185

ting demands that the model not only comprehends 186

the facts in E but also exhibits robust reasoning 187

capabilities to arrive at the final answer. As demon- 188

strated in Table 2, most existing methods exhibit 189

significant performance degradation in multi-edit 190

scenarios (number of edits > 1). Although RAE 191

employs pruning strategies to filter some redundant 192

information, it does not enhance the model’s fun- 193

damental capability, resulting in suboptimal perfor- 194

mance. In contrast, our method can independently 195

identify which facts are relevant to the question. 196

This enables it to effectively filter out distractors 197

even in complex multi-edit conditions (number of 198

edits > 2), achieving the best performance. 199

Reason-KE does not rely on the leakage of an- 200

swers in facts. In our analysis of the MQUAKE- 201

CF-3K dataset, we found that in 1,852 instances, 202

the object o∗ of the fact triple (s, r, o∗) aligns ex- 203

actly with the final answer o∗n of the multi-hop 204

question Q. This observation raises concerns about 205

potential shortcut learning, whereby models may 206

obtain answers directly from these fact triples with- 207

out truly comprehending the updated information. 208

To investigate, we isolate instances where answers 209

are directly exposed and conduct experiments. As 210

Table 3 shows, when introducing distractors to E 211

under leakage conditions, most methods’ perfor- 212

mance drops sharply, revealing their dependence on 213

superficial pattern matching. However, our method 214

exhibits a performance drop of less than 1%, prov- 215

ing its independence from surface-level editing. 216

5 Analysis 217

Does every composition of the training data mat- 218

ter? We focus on the importance of the reasoning 219

process in Reason-KE. As shown in Table 4, each 220

component contributes to the reasoning capabili- 221

ties of model. Removing any particular segment 222

of the training data disrupts the chain of reasoning 223

and consistently degrades performance. Notably, 224

completely removing the reasoning process induces 225

over-dependence on the updated facts, leading to 226

a sharp performance decline when facing distrac- 227

tors, with an average performance drop of 29.89%. 228
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Method 2-hops 3-hops 4-hops Avg.
w/o Distr. w/ 2 Distr. w/ 4 Distr. w/o Distr. w/ 2 Distr. w/ 4 Distr. w/o Distr. w/ 2 Distr. w/ 4 Distr.

ROME 12.00 12.00 11.99↓ 8.83 8.95 9.11 5.46 5.68 5.50 8.84
Mello 80.90 70.90↓ 65.80↓↓ 40.30 29.50↓ 30.40↓↓ 9.30 10.40 11.00 38.72
PokeMQA 84.10 77.80↓ 78.30↓ 61.40 50.90↓ 49.40↓↓ 16.00 12.70↓ 9.10↓ 48.86
EditCoT 76.40 51.80↓↓ 54.70↓↓ 44.00 16.10↓↓ 16.90↓↓ 67.50 30.00↓↓ 30.10↓↓ 43.06
RAE 88.90 87.50↓ 85.30↓ 71.10 60.10↓ 58.10↓↓ 76.30 65.50↓ 60.20↓↓ 72.56

Reason-KE 97.00 96.70↓ 96.70↓ 88.90 85.20↓ 84.80↓ 95.60 85.80↓ 81.10↓ 90.20

Table 1: Multi-hop performance with bolded best results. Baseline performance (0 distractors) is underlined in
w/o Distr. columns, with interference impacts quantified in w/ 2/4 Distr. columns. ↓ indicates >6% performance
drop from w/o Distr., ↓↓ denotes >12% catastrophic drop, and ↓ shows stable performance (<6%).

Method #Edits: 1 #Edits: 2 #Edits: 3 & 4 Avg.
w/o Distr. w/ 2 Distr. w/ 4 Distr. w/o Distr. w/ 2 Distr. w/ 4 Distr. w/o Distr. w/ 2 Distr. w/ 4 Distr.

ROME 9.36 9.37 9.47 9.81 9.97 9.97 6.66 6.85 6.70 8.68
Mello 41.54 35.41↓ 32.11↓ 55.67 48.83↓ 47.70↓ 30.60 23.81↓ 25.24↓ 37.88
PokeMQA 59.38 54.35↓ 53.34↓ 63.92 56.23↓ 55.48↓ 33.81 26.19↓ 22.98↓ 47.30
EditCoT 64.59 49.86↓↓ 49.13↓↓ 64.57 35.52↓↓ 39.46↓↓ 57.62 6.55↓↓ 7.02↓↓ 41.59
RAE 65.97 63.04↓ 60.11↓ 81.07 68.98↓↓ 67.39↓↓ 92.50 84.05↓ 78.57↓↓ 73.52

Reason-KE 89.84 84.08↓ 84.26↓ 97.00 90.25↓ 85.85↓ 95.00 94.64↓ 93.93 ↓ 90.54

Table 2: Multi-edit performance with best results bolded. All markers follow the same conventions as Table 1.

Method Answer w/ exposed

w/o Distr. w/ 2 Distr. w/ 4 Distr.

Mello 56.75 48.06 (↓8.69) 46.54 (↓10.2)
PokeMQA 60.21 51.30 (↓8.91) 50.27 (↓9.94)
EditCoT 64.25 25.49 (↓38.8) 27.32 (↓36.9)
RAE 94.98 88.82 (↓6.16) 85.15 (↓9.83)

Reason-KE 97.08 96.70 (↓0.38) 96.71 (↓0.37)

Table 3: Performance in the answer-exposed setting,
where ↓ indicate >5% degradation from w/o Distr. and
↓ arrows denote <1%.

Method Multi-hop acc Avg.
w/o Distr. w/ 2 Distr. w/ 4 Distr.

Reason-KE 93.83 89.23 87.53 90.20

-w/o acknowledge 92.77↓ 81.00↓ 78.67↓ 84.15↓

-w/o relevance 88.76↓ 86.47↓ 80.40↓ 87.18↓

-w/o apply 87.77↓ 74.70↓↓ 73.67↓↓ 78.71↓

-w/o reasoning 92.17↓ 81.77↓ 78.43↓ 84.12↓

-w/o Distr. sample 93.47↓ 88.40↓ 86.17↓ 89.35↓

-only answer 91.97↓ 50.60↓↓ 38.37↓↓ 60.31↓↓

Table 4: Ablation study results under varying dis-
tractor settings, showcasing the impact of different
components on the multi-hop accuracy. ↓ and ↓ are the
same as Table 1.

Similarly, excluding distractor-handling samples229

from the training data also impairs the model’s anti-230

interference ability.231

Reason-KE demonstrates high efficiency in var-232

ious scenarios. We investigate the inference effi-233

ciency of Reason-KE and other in-context-learning234

methods using 100 randomly sampled questions235

from MQuAKE-CF-3k. Figure 3 illustrates the236

average time each method needs to edit n cases237
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Figure 3: Average inference time for n editing in-
stances, where n = 1, 10, 50, 100.

(n = 1, 10, 50, 100), when facing k distractors 238

(k ∈ {0, 1, 2}.). Due to their high dependence 239

on iterative strategies, most existing methods re- 240

quire more time to reach a final answer, especially 241

in complex scenarios. In contrast, Reason-KE only 242

requires an editing prompt to perform reasoning, 243

achieving a significant efficiency improvement. 244

6 Conclusion 245

We present Reason-KE, a streamlined end-to-end 246

framework that guides an LLM through four ex- 247

plicit reasoning stages—acknowledgment, rele- 248

vance filtering, selective application, and final in- 249

ference—to perform multi-hop knowledge edits in 250

one pass. On MQuAKE-CF-3K, Reason-KE boosts 251

Qwen2.5-7B’s accuracy to 90.2% (↑17.6 pp) while 252

limiting drops to 6.3% with four distractors and un- 253

der 1% when answers leak. Ablations confirm that 254

each reasoning stage is critical to robustness, and 255

inference is markedly faster than iterative baselines. 256

Reason-KE offers a simple, reliable, and efficient 257

solution for updating LLM world knowledge. 258
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Limitations259

While our work presents promising results, several260

limitations should be noted. First, due to com-261

putational constraints, we validate Reason-KE on262

models with up to 7B parameters. Evaluating larger263

models, especially those exceeding 70B parame-264

ters, could provide more comprehensive insights.265

Second, although our method performs well in266

multi-hop settings, its potential in other domains267

like finance or law remains unexplored. Future268

research will focus on scaling Reason-KE and ex-269

tending its application to additional fields beyond270

the knowledge triple setup.271

Ethics and Reproducibility Statements272

Ethics We take ethical considerations seriously273

and strictly adhere to the ACL Ethics Policy. All274

datasets used in this work are publicly available275

and widely adopted by the research community.276

Our methods focus on enhancing the multi-hop QA277

knowledge editing capabilities of large language278

models without introducing harmful biases or un-279

ethical content. We ensure that all experiments are280

conducted in compliance with ethical guidelines,281

emphasizing fairness and transparency in model282

deployment.283

Reproducibility In this paper, we discuss the284

detailed experimental setup, including training hy-285

perparameters, baseline implementations, and sta-286

tistical descriptions. More importantly, we have287

provided our code and data in the Supplementary288

Material to help reproduce the experimental results289

of this paper.290
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A Details of Dataset Construction 382

For each item in MQuake-CF, we generate a corresponding reasoning process. In total, we construct 383

9,218 data entries for the training set. Here, we present the detailed prompts used for sample generation. 384

Specifically, we employ the following prompts to guide LLMs to produce the reasoning process. 385

Reasoning Process Generation Prompt

Please provide a reasoning process based on my following tasks and corresponding answers. Your
answer must strictly follow the steps of my example.

[Task]:Please acknowledge the updated information provided below and respond to the
subsequent query.
[Updated Information]:Roblin Park is located in New South Wales.
[Query]:What is the capital city of the state where Roblin Park is located?
[Answer]:Sydney
[Reasoning Process]
1.Acknowledge Updated Information: The updated information states that Roblin Park is located
in New South Wales.
2.Determine Relevance: The query asks for the capital of the state where Roblin Park is located.
Since the updated information explicitly provides the state (New South Wales), it is directly
relevant to answering the question.
3.Apply Updated Information or Ignore: Apply Roblin park’s new location.
4.Reasoning: Roblin Park lies within the state of New South Wales. The capital of New South
Wales is Sydney. Therefore, the capital of the state where Roblin Park is located is Sydney
[Answer]: Sydney

[Task]:Please acknowledge the updated information provided below and respond to the
subsequent query.
[Updated Information]: <updated_information>
[Query]: <query>
[Answer]: <answer>

386

B Details of Experimental Setup 387

B.1 Details of Baselines 388

We compare Reason-KE with parameter modification method and current In-Context Editing methods: 389

ROME (Meng et al., 2022a) employs causal mediation analysis to pinpoint the target area for editing 390

and subsequently updates the parameters of the feed-forward network. In our implementation, we utilize 391

EasyEdit (Wang et al., 2023) with its default settings. 392

MeLLo (Zhong et al., 2023) employs the plan-and-solve strategy to perform in-context editing. It first 393

decomposes the problem into sub-questions and uses retrieval. Following the official setting, the prompts 394

were adapted to Instruct Models, and the maximum number of retrieval rounds was fixed at four. 395

PokeMQA(Gu et al., 2023) building upon Mello, enhances question understanding by prompting large 396

language models (LLMs) to decompose knowledge-augmented multi-hop questions. We adhere to the 397

official settings, allowing up to five rounds of interaction and utilizing their pre-trained Scope-Detector. 398

EditCoT (Wang et al., 2024a) employs an iterative CoT approach. It first generates an initial CoT 399

based on user input and the direct answer. A dedicated CoT editor then revises this reasoning trace, 400

injecting newly retrieved knowledge to resolve any conflicts or gaps. Once the CoT has been updated, the 401

language model is prompted to reason along the refined path and generate the final answer. Following the 402

official setting, the maximum number of retrieval rounds was fixed at four. 403
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RAE (Shi et al., 2024) constructs retrieval-oriented knowledge graphs and uses the model to optimize404

graph retrieval and pruning.405

B.2 Details of Datasets406

Table 5 shows the statistics of the MQUAKE-CF-3k datasets, which contain 3000 data points.407

Datasets #Edits 2-hop 3-hop 4-hop Total
1 513 356 224 1093
2 487 334 246 1067

MQUAKE-CF-3K 3 - 310 262 572
4 - - 268 268
All 1000 1000 1000 3000

Table 5: Statistics of MQuAKE-CF-3K datasets.

B.3 Implementation Details408

All experiments were executed on 4 NVIDIA A100 GPUs (80G). We implement our Reason-KE method409

by supervised fine-tuning on Qwen2.5-7B-Instruct (Yang et al., 2024), with the training duration approxi-410

mately lasting 100 to 120 minutes. Hyperparameters of our Reason-KE method are in Table 6.411

Hyperparameter Standard-FT

Epoches 5
Warmup ratio 0.05
Optimizer AdamW
Learning rate 1e-5
Scheduler cosine
Weight decay 1e-4
Block size 32768

Table 6: Hyper-parameters for training our Reason-KE.

B.4 Details of Distractors Selection.412

We employ Contriever (Izacard et al., 2021) for retrieval and TopK (Liu et al., 2021) as the baseline413

selection method. Specifically, for each edit fact, we retrieve from the pre-edit corpus and match with the414

Top-k corresponding post-edit facts, where k ∈ 0, 1, 2.415

C Used Scientific Artifacts416

Below is a list of the scientific artifacts used in our work. Our use of these existing artifacts is consistent417

with their intended use.418

• DeepSpeed (Apache-2.0 license) 2, a deep learning optimization library that enhances the efficiency419

of large language model training.420

• Transformers (Apache-2.0 license) 3, a framework offering state-of-the-art pretrained models for421

NLP tasks.422

• trl (Apache-2.0 license) 4, a library that combines reinforcement learning (RL) with transformer423

models.424

2https://github.com/deepspeedai/DeepSpeed
3https://github.com/huggingface/transformers
4https://github.com/huggingface/trl
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