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A Limitations

Our experiments were constrained by available compute resources. Most of our training
runs used batch sizes of 1K or 4K, and we scaled to 16K only for comparisons with other
CLIP methods. This remains smaller than the batch sizes of up to 32K used in large-scale
models like OpenAl CLIP (Radford et al., 2021) and ALIGN (Jia et al., 2021). Additionally,
we use ViT-B/16 as our visual encoder throughout all experiments. Exploring stronger
backbones such as ViT-L/14 may yield further improvements.

In the video domain, recent methods often train on large mixtures of diverse video-text
datasets. For instance, VideoCoCa (Yan et al., 2022) leverages both HowTo100M (Miech
et al., 2019) and VideoCC3M (Nagrani et al., 2022), while UMT (Li et al., 2023) combines
Kinetics (Carreira et al., 2019), CC3M (Sharma et al., 2018), and WebVid (Bain et al., 2021).
In contrast, we use only VideoCC3M in our experiments to simplify the setting and better
understand the impact of our proposed context-adaptive multi-prompt method. Expanding
to multi-source training remains a promising avenue for future work.

B Reproducibility: Additional Implementation Details

B.1 Visual Encoder.

Our image and video encoders use a ViT backbone with an attention pooling layer applied
after the final ViT layer. This attention pooling layer is a single multi-head attention module
(12 heads) with one learnable query. The ViT patch features serve as both keys and values.
The output is a global visual representation used in the contrastive loss.

B.2 Text Projection Layer

The output of the LLM text encoder is first passed through a linear projection layer to
reduce its feature dimension to D /K, where D is the embedding dimension of the ViT visual
encoder and K is the number of adaptive prompts.

B.3 Image and Video CLIP Training.

We summarize the hyperparameters used in our training runs for both image-text and
video-text contrastive learning.

C Additional Ablations

Negation-augmented contrastive loss. We ablate the effect of the loss weight § for the
negation-aware contrastive loss. As shown in Table 2, incorporating L., with B = 0.1
consistently improves retrieval performance. However, setting B = 1.0 does not yield
additional gains, and thus we use = 0.1 in all main experiments.

As mentioned in the main paper, the loss weight « for the prompt diversity regularization
loss Lg;, is also set to 0.1.
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| Image CLIP pretraining | Video CLIP training
optimizer AdamW AdamW
momentum B=0.9 B=0.9
weight decay 0.01 0.01
batch size 1024, 4096, 16384 128
learning rate 5e-4 (for batch 1024, 4096) le-5

1le-3 for (batch 16384)

warmup iterations 5k 5k
total iterations 500000 50000
image size 224x 224 224 x 224
number of frames N/A 16 uniformly sampled per video

Table 1: Training hyperparameters for Image and Video CLIP.

Flickr R@1 MSCOCO Re1l
method img-to-txt  txt-to-img | img-to-txt  txt-to-img
B=0(W/0 Lneg) 66.0 47.1 41.0 25.2
B=0.1 67.2 48.0 41.8 26.0
B=10 66.8 47.5 41.6 25.8

Table 2: Negation-aware contrastive 10ss (Lyeg).
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Figure 1: Additional attention visualization.

5 D Additional Attention Visualization

36  We provide additional visualizations of the attention maps extracted from the attention
37 pooling layer of the ViT encoder. For each image (row), we visualize how each of the
38 six adaptive prompt tokens [APT-i] (columns) attends to different regions of the image.
3 These maps highlight the specialization of each prompt token: some focus on subjects or
w0 foreground objects, while others attend to broader background elements. Attention maps
a1 are averaged over heads within the respective channel segment of the visual embedding.
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