
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

A HUMAN VERIFICATION

To verify the reliability of our benchmark, we conducted a human evaluation to validate the correct-
ness of our questions and answers pairs. Due to the challenging nature of our benchmark, which
involves understanding videos over an hour long, we randomly sample 2.5% of the data for human
verification.

More specifically, we asked nine annotators to read the questions related to each video and then
watch the full video before validating the questions then start validating the questions. Each video
averages 80 questions and is over an hour long, requiring 3-4 hours for annotators to verify. The
study shows a great alignment between the human responses and our benchmark, where the accuracy
of the true questions across different skills is 92%. The detailed accuracy of the true questions per
skill is reported in the table 1. The remaining two skills, i.e., local visual questions and summarizing,

Skill Name Number of Questions Accuracy of Correctness (%)
Character Actions 193 88.08
Deep Context Understanding 600 92.60
Global Appearance 25 80.00
Linking Multiple Events 621 97.42
Scene Transitions 24 87.50
Spoiler Questions 43 95.34
Temporal Questions 804 88.68

Overall accuracy 2310 92.00

Table 1: Human verification for all the GPT skills involved in the generation pipeline

do not need human verification, as the first one is adopted from the TVQA dataset, and the latter is
scrapped from human responses on the web.

B EVALUATION MODELS SETTING

In our evaluation, we evaluated two commercial models and four open-source models. We also
added the results of two leading short video models to see the performance of short video models.

GPT-4o. GPT-4o cannot natively process .mp4 video files. To work within its limitations, we
sampled the maximum of 250 frames from the video, followed by the subtitle text and the question.
Gemini-Flash 1.5. The Gemini-Flash 1.5 model, developed by Google Gemini (2024), Gemini
recently gained the capability to process .mp4 files, but since our benchmark videos lack audio, we
provided Gemini with the video file, followed by the subtitle file and the accompanying question.
Goldfish. we used the defulat model setting with k=3. LLama-vid. The LLama-vid model Li
et al. (2023) accepts both video frames and subtitles. For our evaluation of the movies, we utilized
our dataset with one frame per second, accompanied by aligned subtitle shots. The model was
evaluated using the default settings without any modifications to the inference parameters. Large
World Model (LWM). LWM is efficiently optimized for execution on Google TPUs and has another
version for GPUs. Our evaluation is done using (NVIDIA A100), which allows for processing a
maximum of 8 frames per video. While this setup does not represent the optimal configuration for
LWM, it was the most feasible setting. LWM can accept only the video frames without the subtitles.
Moviechat. The Moviechat model Song et al. (2023) processes video frames without subtitles and
operates in global and breakpoint modes. Our evaluation focused on the global mode, utilizing
the default inference settings without any modifications. LLaVA-NeXT-Interleave. LLaVA-NeXT-
Interleave can process only 8 frames per video, we also used the default setting without any changes.
MiniGPT4-video. We evaluated MiniGPT4-video with the llama 2 version that capable of handling
45 frames per video.we also used the default setting without any changes.
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C EVALUATION DETAILS

C.1 EVALUATION METRIC DETAILS

For MCQs, large language models (LLMs) do not consistently provide direct responses. The output
may vary, sometimes giving the option number, other times the option sentence, or occasionally
providing additional clarifications for the selected option. For example, an LLM might produce a
response such as: ”I think option 1 is close, but my final answer will be option 2.” Additionally, some
responses may include hallucinations not found in the given options. To address this variability, we
implemented a standardized evaluation method using GPT-4o to match the LLM’s prediction with
one of the provided options. Specifically, we input the set of options and the LLM’s prediction into
GPT-4o, which then attempts to match the predicted answer with one of the given options. If no
matching option is found or if the response includes hallucinations, GPT-4o matches the prediction
with an ”I don’t know” option. Using the prediction option number and the ground truth option
number, we then calculate the accuracy. For open-ended questions, GPT-4o assessed the LLMs’
predictions based on several criteria: correctness, meaningfulness, alignment with the expected an-
swer, presence of hallucinations, and completeness. Using these criteria, GPT-4o assigned a score
from 0 to 5 to indicate the overall quality of each response.

C.2 EVALUATION PROMPTS DETAILS

In this section we will discuss the details for the prompts that have been used for evaluation for both
the open ended questions and multiple choices. Figure. 1 show the detailed prompt used for the
results matching.Figure 2 show the detailed prompt for the GPT-4o scores.

D EXTRA BENCHMARK EXAMPLES

Here in this sections, we are showing more examples of our benchmark skills such as the temporal
order of events in Fig. 3, linking multiple events in Figure.4, deep context understanding in Figure.
5 , local questions in Figure.6 ,spoiler questions in Figure.8, Sequence of character actions Figure.9,
and summarization in Figure. 7.

E SUCCESS AND FAILURE CASES

In this section, we present examples of both success and failure cases in question generation using
GPT-4o. Figure 11 illustrates cases involving the generation of Temporal Order of Events questions,
while Figure 10 showcases examples related to Linking Multiple Events questions. As highlighted
in the human evaluation section A, such failure cases are infrequent, with 92% of the generated data
verified as accurate.

F QUALITATIVE RESULTS

In this section, we present qualitative results to assess how the evaluated models perform in answer-
ing the benchmark questions. We also examine how GPT-4o scores these responses compared to the
ground truth, particularly in the case of open-ended questions. Figure 12 shows an example of the
deep context understanding skill , Figure 13 shows an example of Global appearance skill, Figure
14 shows an example of the Scene transition skill and Figure 15 shows an example of the spoiler
questions skill.

in the spoiler questions and deep context understanding , we can see the GPT-4o scores for each
answer.

G INFINIBENCH GENERATION DETAILS

This section elaborates on the specific prompts employed to generate questions for each skill cat-
egory. The prompts, utilized within the GPT-4o framework, are depicted in Figures 16, 18, 17,
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19,20.These figures provide the exact phrasing and structure used for question generation, ensuring
reproducibility and clarity in the benchmarking creation process.

MCQ matching prompt:
System prompt:
You are an intelligent chatbot designed to evaluate the correctness of generative outputs for multiple-choice questions (MCQs). 
Your task is to match the predicted answer with one of the provided options, which include an 'I don't know' option. If there is no match between the 
predicted answer and the options, choose the option that says, 'I don't know'. Here's how you can accomplish the task:
------
## INSTRUCTIONS:
- Focus on finding a meaningful match between the predicted answer and the correct option.
- Consider synonyms or paraphrases as valid matches.
- Choose an option only if you believe there is sufficient evidence to directly derive the answer from the predicted information or indirectly with 
minimal reasoning. If there isn't enough evidence to support any option, simply select the option with 'I don't know.' 
- Provide only the integer that represents the option number for your evaluation decision.
- Evaluate as a human would, considering context and meaning, not just exact words.
- Provide your answer in the form of a Python dictionary string with the key 'decision', such as {'decision': 3}.
User prompt:
Please evaluate the following question-answer pair:
Options: {options}
Predicted Answer: {pred}
Provide your evaluation as a decision with the matched option number.
Generate the response in the form of a Python dictionary string with the key 'decision'.
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only provide the Python dictionary string. 
For example, your response should look like this: {'decision': 1}.
Do not include any other information in your response such as ```python```. 

Figure 1: Detailed prompt for MCQ evalaution

Scoring evaluation prompt:
System prompt:
You are an intelligent chatbot designed to evaluate the correctness of generative outputs for question-answer pairs. 
Your task is to compare the predicted answer with the correct answer and determine if they match meaningfully. Here's how you can accomplish the task:
------
## INSTRUCTIONS:
- Focus on the meaningful match between the predicted answer and the correct answer.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the answer.
- Provide a score between 0 and 5, where 5 indicates the highest meaningful match.
- Penalize the score if the predicted answer contains hallucinations or is missing key parts of the correct answer.
- Assign your score based on how far the predicted answer is from the correct answer.
- Evaluate as a human would, not as a machine.
- Provide your score in the form of a Python dictionary string with the key 'score', such as {'score': 3.7}.
User prompt:
Please evaluate the following video-based question-answer pair:
Question: {question}
Correct Answer: {answer}
Predicted Answer: {pred}
Provide your evaluation only as a score where the score is an integer value between 0 and 5, with 5 indicating the highest meaningful match. 
Generate the response in the form of a Python dictionary string with the key 'score'.
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only provide the Python dictionary string. 
For example, your response should look like this: {'score': 4}.
Do not include any other information in your response such as ```python ```. 

Figure 2: Detailed prompt for Scoring system evaluation
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00:00 22:46
Time

Option 1: [Phoebe gives Steve a painful massage as payback ,Chandler reluctantly agrees to return to his old job after negotiation,
                    Monica gets disappointed by the lost job opportunity ,Monica's audition dinner is ruined by Steve being stoned],
Option 2: [Monica's audition dinner is ruined by Steve being stoned ,Chandler reluctantly agrees to return to his old job after negotiation,
                    Phoebe gives Steve a painful massage as payback ,Monica gets disappointed by the lost job opportunity],
Option 3: I don't know,
Option 4: [Monica gets disappointed by the lost job opportunity ,Chandler reluctantly agrees to return to his old job after negotiation,
                    Phoebe gives Steve a painful massage as payback ,Monica's audition dinner is ruined by Steve being stoned],

Option 5: [Chandler reluctantly agrees to return to his old job after negotiation ,Monica's audition dinner is ruined by Steve being stoned,
                    Monica gets disappointed by the lost job opportunity ,Phoebe gives Steve a painful massage as payback]

Q: Choose the correct option for the following question:  Looking at these events : [Chandler reluctantly agrees to 
return to his old job after negotiation, Monica gets disappointed by the lost job opportunity, Phoebe gives Steve a 
painful massage as payback, Monica’s audition dinner is ruined by Steve being stoned], how do they unfold in the 
episode?

Temporal questions:

Figure 3: Example for the temporal order of events skill

Monica's dinner for Steve fails due to his stoned condition and disruptive behavior. Phoebe, out of frustration with Steve's behavior and the 
ruined dinner, takes out her anger on him during his next massage appointment by giving him a painful massage.

00:00

Q: What is the connection between Monica's failed dinner and Phoebe's reaction during 
Steve's next massage appointment?

Linking multiple events :

22.47
Time

Figure 4: Example for the linking multiple events skill

Celia screams and is unable to handle Marcel pulling at her hair until Ross lifts Marcel away.

00:00

Q: What does Celia do when Marcel Ross's monkey starts interacting with her during the date?

Deep context understanding:

22:46
Time

Figure 5: Example for the deep context understanding skill
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Option 1:  A piece of pie 
 Option 2:  Popcorn
 Option 3:  A donut
 

Option 4:  A bread roll
Option 5:  A slice of pizza

00:00

Q: Choose the correct option for the following question:
What is Joey eating when Chandler is on the phone with the guy from his old job?

Local questions

22.47
Time

Figure 6: Example for the local questions

Q: Please summarize the video with as much detail as possible.

Summarization

00:00 22.47
Time

Monica cooks a gourmet meal for Steve (Jon Lovitz), a restaurateur looking for a new head chef. Steve is a massage client for 
Phoebe, and she makes the introduction between Monica and him. The job is perfect as Steve wants something eclectic and 
needs someone who can create the entire menu. As an audition, Monica is cooking dinner for him the coming week. She wants 
Phoebe to be there. Monica hires a professional waitress Wendy (for $10/hr.), which offends Rachel (Monica says that she needed 
a professional waitress).Wendy bails on Monica at the last minute. Monica begs Rachel and even says that she gave her shelter 
when she had nowhere else to go.. Eventually she offers Rachel $20/hr. He arrives stoned and wants to eat everything in sight, 
including taco shells and gummy bears. Phoebe tells Rachel who tries to handle the situation by offering Steve some wine. 
Eventually Monica realizes that Steve is super stoned. She tries to yank the gummy bears from Steve, and they end up falling in the 
punch bowl.. Dinner is a total disaster, and the gang tells her that she doesn't want to work for a guy like that. After working as a 
data processor for five years, Chandler gets promoted to supervisor. Chandler quits, claiming he only intended for his job to be 
temporary (and Chandler already has been there for over 5 yrs.). Chandler goes to meet a career counselor. After 8 hrs. of 
aptitude, personality and intelligence tests he learns that he is fit for a career in data processing, for a large multinational 
corporation. he is disappointed as he always pictured himself doing something cool. When his boss calls and offers more money 
(& more bonus.. Chandler resists, but the boss keeps throwing more and more numbers), Chandler caves and goes back to work. 
Chandler gets the corner office, and he shows it off to Phoebe. He has a view and an assistant. But Chandler has more 
responsibility now and starts spending more time & late nights at work and yelling at his juniors. He doesn't like it. Ross has a date 
with a beautiful colleague named Celia (Melora Hardin) (curator of insects at the museum) and gives new meaning to the term 
'spanking the monkey' when she meets Marcel. The date goes bad when Marcel hands on Celia's hair and pulls it. Eventually Ross 
takes Celia to bed, and she wants him to talk dirty and he says 'Vulva’. Ross turns to Joey for advice as Celia wants him to talk dirty 
as foreplay. Joey gets Ross to practice on him.. When Ross talks smack, Chandler overhears and amuses himself at their expense. 
Ross does well at the next date and talks very dirty (with theme, plot, motif and story-lines. at one point there were villagers), but 
eventually they get tired and cuddle. Phoebe takes out her anger at Steve at his next massage appointment by treating him to a 
bad massage (she elbows him on his back and pinches his skin so that it hurts).

Figure 7: Example for the summarization skill
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To add a bit of mystery to the story. If he'd said 'the galaxy in the jewel on the cat's collar', the movie would have ended 
much faster. Actually, Arquillian was indeed trying to tell Jay that the galaxy was on the cats collar. He just didn't have 
the correct vocabulary to do so. Note how he stumbles over the word \"war\". He almost certainly thinks \"belt\" is the 
correct word for \"collar\", which is understandable because the articles of clothing are identical, as the only 
differences are that one is worn around the waist and the other is worn around the neck. And the cat's name is Orion, 
so he's being accurately descriptive, not deceitful.It's likely that the Arquillian didn't understand much English and that 
the Jeweler's body had a translator in it when conversing with humans. It was likely damaged when Edgar stabbed it 
through the neck.

00:00

Q: Why didn't the Arquillian in the jeweler's head simply tell Jay that the galaxy was on his cat's collar?

Spoiler questions

1:38:02
Time

Figure 8: Example for the spoiler questions

Option 1:  enjoying a cappuccino with a dash of cinnamon at a trendy coffee shop , discussing the latest book club 
read with a friend over lunch ,  savoring a slice of gourmet pizza with sun-dried tomatoes and arugula at a pizzeria , 
exploring an art museum's new exhibit on modern sculpture.
Option 2:  I don't know
Option 3: Rachel attends an initial interview, accidentally kisses Mr. Zelner. , She calls back, gets another meeting 
with Mr. Zelner and eventually gets the job after apologizing and explaining her actions. , She practices handshaking 
with Phoebe and Monica., Accidentally touches Mr. Zelner's crotch while offering a handshake., Rachel gets a 
second interview call and gets ink on her lips during the second attempt., Rachel enters Central Perk and 
announces her job interview at Ralph Lauren., Rachel goes home, realizes her mistake regarding the ink., 
Misinterprets Mr. Zelner's gesture and walks out thinking he's making an advance.
 

Option 4:  Rachel enters Central Perk and announces her job interview at Ralph Lauren., She practices 
handshaking with Phoebe and Monica. , Rachel attends an initial interview, accidentally kisses Mr. Zelner. , Rachel 
gets a second interview call and gets ink on her lips during the second attempt. , Misinterprets Mr. Zelner's gesture 
and walks out thinking he's making an advance. , Rachel goes home, realizes her mistake regarding the ink. , She 
calls back, gets another meeting with Mr. Zelner and eventually gets the job after apologizing and explaining her 
actions. , Accidentally touches Mr. Zelner's crotch while offering a handshake.

00:00

Q: Choose the correct option for the following question: What did Rachel do through this video?

Character Actions :

21.13
Time

Figure 9: Example for sequence of character actions questions
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The sea rescue brings the couple to the team's attention, setting off a series of events that act as 
catalysts for character development. The challenging medical mystery forces team members to 
confront their own abilities, resolve conflicts, and cope with Foreman’s departure, leading to 
significant personal and professional growth.

In what ways do the sea rescue and the medical mystery serve as catalysts for character development 
within the Diagnostics team?

Linking multiple events

Dr. House’s internal conflict at the end ties together the various events of the episode. The stress of 
the almost Sci-fi case, the emotional impact of Foreman's departure, and the unresolved medical 
mystery all contribute to House's turmoil, leaving him with an immense conflict that sets the stage for 
the next season.

How does Dr. House’s internal conflict towards the end connect to the events of the episode?

45:02

Time

00:00

00:00 45:12

Time

Why the answer is not valid ? 

Because the couple traveled a great distance, time and danger to reach the hospital through 
the Coast Guards. This encourages the House team to do their best for this case.

Figure 10: Examples of success and failure cases in Linking Multiple Events questions.
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['Phoebe offers to waitress for Monica instead of Rachel', 'Monica and Phoebe arrive at Dr. Burke’s 
apartment for a catering job', 'Chandler orders a pizza for him and Joey', 'Dr. Burke tells Monica about 
his divorce']

Choose the correct option for the following question: Looking at these events ['Phoebe offers to 
waitress for Monica instead of Rachel', 'Monica and Phoebe arrive at Dr. Burke’s apartment for a 
catering job', 'Dr. Burke tells Monica about his divorce', 'Chandler orders a pizza for him and Joey'], 
how do they unfold in the episode?

Temporal questions 

['Rachel apologizes to Ross and suggests a romantic dinner to make it up to him', 'Monica goes to her 
eye appointment with Dr. Burke', 'Monica and Dr. Burke kiss']

Choose the correct option for the following question:  Given the events listed ['Rachel apologizes to Ross 

and suggests a romantic dinner to make it up to him', 'Monica goes to her eye appointment with Dr. 

Burke', 'Monica and Dr. Burke kiss'], what is the sequential order in this episode?

Why the answer is not valid ? 

Because Dr. Burke tells Monica about his divorce' before 'Chandler orders a pizza for him'

00:00 22:05 
Time

00:00 22:05 
Time

Figure 11: Examples of success and failure cases in Temporal Order of Events questions.
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GT: Celia screams and is unable to handle Marcel pulling at her hair until Ross lifts Marcel away.

Q: What does Celia do when Marcel Ross's monkey starts interacting with her during the date?

Deep context understanding:

00:00
22:46
Time

Moviechat: In the video, we see a woman sitting at a table in a home. The man wearing a black shirt starts talking to her, and she reacts by 
talking to him back. Then, he puts his hand on the table and leans in towards her. She does not respond and just looks back at him. Finally, 
the man in the black shirt walks away from the table to talk to someone else, and the woman remains sitting there.

Llama-vid: Celia is frightened by Marcel Ross's monkey's aggressive behavior and runs out of the apartment in terror.

Gemini: When Marcel starts interacting with Celia during the date, she gets nervous and tells Ross that she has to leave.

Large world model: When Marcel's monkey starts interacting with Celia during the date, Celia becomes very serious and focused on her own 
monkey. She does not appreciate any disturbances and prefers to have uninterrupted interactions with her pet.

GPT-4o: Celia becomes uncomfortable and asks for help when Marcel, Ross's monkey, starts interacting with her by grabbing her hair.

Figure 12: Qualitative results of deep context understanding questions
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GT: Option 1: red floral dress over a red shirt ,gray tank top over a pink sports bra , red and pink floral dress with a blue tank top 
underneath mustard yellow vest over a white blouse , blue tank top.

Q: Choose the correct option for the following question:  Can you track the sequence of Penny's 
outfit changes in this episode?

Global appearance:

00:00
22:46
Time

Llama-vid : "0"

Gemini :**Option 1:** ['red floral dress over a red shirt', 'gray tank top over a pink sports bra', 'red and pink floral dress with a blue tank top 
underneath', 'mustard yellow vest over a white blouse', 'blue tank top']"

Moviechat: Next, a man and woman are seen talking while standing in the bathroom. The man is wearing glasses, and they are talking at 
the black mirror in the bathroom. A group of people are sitting in a red chair in front of the fireplace. The man is wearing glasses and is 
standing behind the white couch. A group of people are seen inside the house, including a woman wearing a purple dress. A man is seen 
in front of the television in the living room. Finally, the man and woman are sitting in a chair in front of the TV. The TV has a white case and 
a black frame. The man is wearing a pink shirt and the woman is wearing a blue dress.

Large world model : Yes, in the video, the man who is talking to Penny is seen putting on a black vest. Later, he is seen putting on a red 
and white shirt, and then he is seen putting on a red and white vest.

GPT-4o : option 0 

Figure 13: Qualitative results of global appearance skill
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Option 4 : Monica and Rachel's apartment , Central Perk , Madison Square Garden , Ross’s apartment , Madison Square Garden, 
Duncan's dressing room , Ross's apartment, Outside in the hallway , The street

Q :Choose the correct option for the following question: What is the chronological order of scenes in 
this episode?

Scene transitions:

00:00
22:46
Time

Llama-vid : 1. Ross and Julie are in Ross' apartment.\n2. Ross and Julie are on their way to Madison Square Garden.\n3. Ross and Julie are 
in Duncan's dressing room at Madison Square Garden.\n4. Rachel and Monica are in their apartment.\n5. Rachel and Monica are at 
Central Perk.\n6. Rachel and Monica are in their apartment again.

Gemini :  **Answer:**  option 5: ["Ross's apartment", "Ross's apartment, Outside in the hallway", "Madison Square Garden, Duncan's 
dressing room", "Monica and Rachel's apartment", 'Madison Square Garden', 'The street', 'Central Perk']"

Moviechat: First, we see a group of friends gathering around a bar in a New York apartment. A young man is seen with his hand on a 
woman's leg. Next, the group is seen sitting around a table in the apartment. Then, a man and a woman are seen in a dark room with a 
green table and a dark room with a man in a white shirt. The group is gathered around the table in the first scene, and then the men and 
the woman are seen in the dark room. They are then joined by another man in the green room. Lastly, the group is seen in a dark room 
with a green table. There is a man and a woman sitting on a couch, and the woman is crying. The group is again seen in a green room 
with a couch, and a woman is sitting on it. They are also seen in a dark room with a green table and a man and a woman sitting in a green 
room. The group is seen in a green room with a couch, and a woman is crying. Finally, the group is seen in a dark room with a green table 
and a man and a woman sitting in a green room.

Large world model :Yes, the scene changes from Monica and Rachel sitting on the floor to a man standing in front of them. The man then 
proceeds to cut his hair with a knife, and Monica and Rachel start to panic. The man then uses a comb to brush his hair, and the three of 
them start to panic again.

GPT-4o: option 0 

Figure 14: Qualitative results of scenes transition skill
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To add a bit of mystery to the story. If he'd said, 'the galaxy in the jewel on the cat's collar', the movie would have ended much faster. Actually, Arquillian was indeed 
trying to tell Jay that the galaxy was on the cat's collar. He just didn't have the correct vocabulary to do so. Note how he stumbles over the word "war". He almost 
certainly thinks "belt" is the correct word for "collar", which is understandable because the articles of clothing are identical, as the only differences are that one is worn 
around the waist and the other is worn around the neck. And the cat's name is Orion, so he's being accurately descriptive, not deceitful. It's likely that the Arquillian 
didn't understand much English and that the Jeweler's body had a translator in it when conversing with humans. It was likely damaged when Edgar stabbed it 
through the neck.

Q: Why didn't the Arquillian in the jeweler's head simply tell Jay that the galaxy was on his cat's collar?

Spoiler questions

00:00 1:38:02
Time

Gemini : The Arquillian in the jeweler's head didn't simply tell Jay that the galaxy was on his cat's collar because of a combination of factors:
Limited communication: The Arquillian's physical form was weak and dying.  It might not have had the capacity to speak clearly.
Symbolic language: The Arquillian may have used a metaphorical or symbolic language that Jay didn't understand at that moment.
Time constraint:The Arquillian was likely very weak and dying. It may not have had enough time to explain the location of the Galaxy clearly. 
It's crucial to remember that the movie relies on a mix of science fiction and humor. While the Arquillian's cryptic message adds to the mystery, it also adds an element 
of humor and absurdity to the film's plot.

Llama-vid :The Arquillian in the jeweler's head was too occupied with his own situation to reveal the galaxy's location. When Jay first approaches him, the Arquillian is 
trying to escape from the Arquillians who are chasing him and his ship. He is focused on his own survival and does not realize Jay is also a Men in Black agent. When Jay 
flashes his neuralizer, the Arquillian realizes Jay is not an alien and is not a threat. At this point, the Arquillian is just trying to get away from the Arquillians and their ship. 
He does not want to reveal any information that could help the Arquillians find him.

Moviechat : In this video, we see a man in a grey shirt walking through a dimly lit building at night. As he walks, we see other people walking by as well. In the 
background, we can see the man in the blue shirt with a silver watch on his wrist. He is walking down the hallway as well. The man in the grey shirt is wearing a black 
shirt with a white collar as he goes down the stairs. There is a black and white photo of a person holding a camera that is displayed on the wall behind him. We see 
another man in the dark suit in the room with the grey shirted man, and a man in the black and white shirt in the room as well. Finally, we see a man in a black and white 
outfit looking up and down the hallway.

Large world model :The Arquillian in the jeweler's head simply told Jay that the galaxy was on his cat's collar as a playful and humorous interaction. It seems to be a 
lighthearted and amusing moment between the two. The Arquillian in the jeweler's head was likely a character or a character in the jeweler's head who was present 
during the interaction. By simply telling Jay that the galaxy was on his cat's collar, the Arquillian was adding a touch of humor and entertainment to their conversation.

GPT-4o: The Arquillian in the jeweler's head didn't simply tell Jay that the galaxy was on his cat's collar because he was using cryptic and indirect communication to 
convey the information, saying \"The galaxy is on Orion's belt.\" This cryptic message is in place to protect the information from being easily understood, even under 
duress. 

Figure 15: Qualitative results of spoiler questions skill

Linking multiple events:
System prompt :
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
Your task is to generate question-answer pairs specifically related to linking multiple events in the video content. 
You will first play the role of a human who asks questions that link multiple events together in the video, and then play the role of an AI assistant that provides information based on the 
video content.
##TASK: 
Users will provide information about the video, and you will generate a conversation-like question-and-answer pairs specifically focusing on linking multiple events together in the video to 
make the questions comprehensive across the video. 
Generate TWENTY descriptive and conversational-style questions and their detailed answers based on the given information, specifically related to linking multiple events together in the 
video. 
##INSTRUCTIONS:
- The questions must be conversational, as if a human is asking them, and should directly relate to linking multiple events together in the video. 
- The answers must be detailed, descriptive, and should directly reference the information provided.
- The number of events to link together can vary from 2 to any number of events. 
Please generate the response in the form of a list of Python dictionaries as strings with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-and-
answer text respectively. 
For example, your response should look like this: [{\Q\: \Your question here...\, \A\: \Your answer here...\},{\Q\: \Your question here...\, \A\: \Your answer here...\}].
Make sure to avoid to put double quotes inside string with double quotes, use single quotes instead. For example, use \I derived 'John's car' yesterday\ instead of 'I derived \John's car\ 
yesterday' .
please only output the required format, do not include any additional information.
Remember well the output format of ONLY a PYTHON LIST as output and DON'T output the python shell because I will use python ast library to parse your output list.
## Few shot examples about the questions:
- What is the influence of event A on event B?
- How does event A lead to event B?
- What is the relationship between event A and event B?
- What is the impact of event A on event B?
- What is the connection between event A, event B, and event C?
User prompt:
The user input is {summary}. 
Please generate the response in the form of a PYTHON LIST OF DICTIONARIES as strings with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-
and-answer text respectively. 
For example, your response should look like this: [{'Q': 'Your question here...', 'A': 'Your answer here...'},{'Q': 'Your question here...', 'A': 'Your answer here...'}].
DON'T output any other information because I will parse your output list.

Figure 16: Detailed prompt for Linking multiple events questions generation
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Character actions:
System prompt :
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
Your task is to generate a question-answer pairs specifically related to each character actions through the whole video content. 
Your task is to first play the role of a human who asks questions about each character actions through the whole video content. and then play the role of an AI assistant that provides 
information based on the video content.
------
##TASK: 
Users will provide information about a video, and you will generate a conversation-like question and answers pair specifically focusing on each character actions through the whole 
video content. 
Generate one question for each character that summarize all the actions did through the whole video content.
------
##INSTRUCTIONS:
- The questions must be like a human conversation and directly related to each character actions through the whole video content. 
- The answer must be detailed and descriptive that summarize all actions for each character in the video and should directly reference the information provided.
- Focus on both the visual and textual actions but focus more on the vision actions as these questions are designed for video understanding.
##SAMPLE QUESTIONS:
- {'Q1': 'What did ross do through this video?',  'A': 'At the beginning of the episode he drank coffee in central park , then went to his apartment then ate some pizza.'}
- {'Q1': 'Summarize all actions that chandler did in this video.', 'A': 'At the beginning of the episode he read a magazine then went to his work by taxi , and finally he went to Monica's 
apartment to set with his friends.'}
User prompt:
This is the episode summary: {caption}. \n
This is the episode script: {script}. \n
Please generate the response in the form of list of Python dictionaries string with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-and-
answer text, respectively. 
For the answer, please make it as a python list of actions in chronological order
For example, your response should look like this: [{'Q': 'Your question here...', 'A': ['Action 1','Action 2',...]},{'Q': 'Your question here', 'A': '['Action 1','Action 2',...]'}]. 
Please be very accurate and detailed in your response. Thank you!

Figure 17: Detailed prompt for sequence of character actions questions generation

Temporal order of events:
System prompt:
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
##TASK: 
Users will provide an episode Screenplay Script. Your task is to extract the events from this Screenplay Script. Ensure that the events are listed in chronological order
First read the Screenplay Script and think carefully to extract the all events.
------
##Few shot samples
Episode Screenplay Script: {user Screenplay Script}
Extract the events from this episode Screenplay Script:
The response should be in the format: ['Event A', 'Event B', 'Event C', 'Event D',...], ensuring that the event B is after event A and before Event C. 
Remember well the output format of ONLY a PYTHON LIST of events and DON'T output the python shell because I will use python ast library to parse your output list.
User prompt:
Episode Screenplay Script: {script}
Extract the events from the Screenplay Script in a list
please provide the response in the format of PYTHON LIST of DON'T output any other information because I will parse your output list.
DON’T output any ’ or ' in your response but use /u2019 for ’ and /u2019s for ’s and /u2019t for ’t and s/u2019 for s' or s’ 

Figure 18: Detailed prompt for Temporal order of events questions generation

Scene transitions:
System prompt:
##TASK: 
Users will provide an episode Screenplay Script. Your task is to extract scene transitions in from this script.
First read the Screenplay Script and think carefully to extract the transitions.
------
##Few shot samples
Episode Screenplay Script: {user Screenplay Script}
Extract the scene transitions from this episode Screenplay Script:
please provide the response in the format of PYTHON LIST of scene transitions like this example : ['scene A name', 'scene B name', 'scene C name',...], ensuring that the scene changed 
from A to B then C and so on. 
Remember well the output format of ONLY a PYTHON LIST of events and DON'T output the python shell because I will use python ast library to parse your output list.
Scene names should be places name or location names where the scene is taking place such as home , cafe , bar , car and so on.
User prompt:
Episode Screenplay Script: {script}
Extract the scene transitions from this Screenplay Script in a list
please provide the response in the format of PYTHON LIST of scene transitions like this example : ['scene A name', 'scene B name', 'scene C name',...], ensuring that the scene changed 
from A to B then C and so on. 
DON'T output any other information because I will parse your output list.

Figure 19: Detailed prompt for scene transitions questions generation
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Deep context understanding:
System prompt:
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
##TASK: 
Your task is to first play the role of a human who asks questions related to deep context understanding in the video and then play the role of an AI assistant that provides information 
based on the video content.
Users will provide human video summary and the video script,and you will generate a conversation-like question and answers pair specifically focusing on measuring the viewer's 
context understanding. 
##INSTRUCTIONS:
- The questions must be conversational, as if a human is asking them, and should directly relate to deep context understanding for the video content. 
- The answers must be detailed, descriptive, and should directly reference the information provided.
- The number of questions should be up to 20 questions and answers.
- The questions should be tricky and hard to answer to measure the viewer's context understanding.
- The answers must be detailed, descriptive, and should directly reference the information provided.
- It will be good if most of the questions are related to the visual content of the video.
-Again, the questions should be very tricky and hard to answer to measure the viewer's context understanding. 
Please generate the response in the form of a list of Python dictionaries as strings with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-
and-answer text respectively. 
For example, your response should look like this: [{'Q': 'Your question here...', 'A': 'Your answer here...'},{'Q': 'Your question here...', 'A': 'Your answer here...'}].
please only output the required format, do not include any additional information.
If you want to type 's or 't and so on, please use \u2019s for 's and \u2019t for 't and so on.
Test your output by using the python ast library to parse your output list.
Remember well the output format of ONLY a PYTHON LIST as output
User prompt:
video summary: {caption}. 
video transcript: {script}. 
Please generate up to 20 questions and their answers in the form of list of Python dictionaries string with keys 'Q' for question and 'A' for answer. Each corresponding value should be 
the question-and-answer text respectively. 
For example, your response should look like this: [{'Q': 'Your question here...', 'A': 'Your answer here...'},{'Q': 'Your question here...', 'A': 'Your answer here...'}]. 
 

Figure 20: Detailed prompt for deep context understanding questions generation
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