
A Robotics Simulation

A.1 Physics Engine

Physics-based simulation has played a vital role in the field of robotics, enabling rapid prototyp-
ing, testing and experimentation. The accuracy and speed of simulation has scaled with available
computation. Modern methods such as RL have leveraged this to simulate very large data sets that
are otherwise impractical to collect from the real world, hence far more complex and general be-
haviours can be learnt. The majority of simulated robotics has focused on rigid-body dynamics and
vision sensors. More recently, a range of specific environment suites have been introduced to bring
simulation closer to reality or to facilitate research in an under-represented direction [1, 2, 3, 4, 5].
Collectively, these works highlight the importance of increasing the breadth and capabilities of sim-
ulation software available to researchers.

There are many choices for physics engines when developing a new suite. Here we choose the
PyBullet [6] for its fast GPU rendering, support for deformable objects [7], fast and reliable kine-
matics and dynamics solvers, and its demonstrated sim-to-real success in robotics [8]. Importantly,
PyBullet is open source and non-commercialised software which helps to improve accessibility and
lower the barrier of entry for RL research. That said, the tools used here to build our tactile suite are
available in other physics engines such as Mujoco, Gazebo, Nvidia-isaacgym and Unity ML agents.

A.2 Control

Throughout this work we use Cartesian velocity control where the control input is a desired velocity
(twist) specified by a 6 DoF action constrained to the allowed modes of control of the task. A control
rate specifies the frequency that new actions can be sent to the robot, with maximum velocity limits
also imposed. For most of our experiments, we set a velocity control rate of 10 Hz, a maximum
linear velocity of 10mms−1 and a maximum angular velocity of 5 ° s−1. When undergoing a series
of predefined and random actions we notice no significant difference in Tool Centre Point (TCP)
pose between simulation and the real robot.

Work-space coordinate frames are set in both simulation and reality, specific to each environment,
with each action sent to the robot consisting of a Cartesian move relative to the work frame.

Table 4: RL and network hyperparameters.
Param Value

Fe
at

ur
e

E
xt

ra
ct

or

Input dim [128, 128, C]
Conv filters [32, 64, 64]
Kernel widths [8, 4, 3]
Strides [4, 2, 1]
Pooling None
Output dim 512
State Encoder [64, 64]
Activation ReLU
Initialiser Orthoganal
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Value [256, 256]
Activation Tanh
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Learning Rate 3× 10−4

n/ Envs 10
Epoch steps 2048
Batch size 64
n/ Epochs 10
Discount (γ) 0.95
GAE lambda 0.9
Clip range 0.2
Entropy coeff 0.0
VF coeff 0.5
Max grad norm 0.5
KL limit 0.1
Optimiser Adam

Therefore, the learned policies can be transferred from
sim-to-real without exactly replicating the simulated task;
for example edges and surfaces can be placed in alterna-
tive locations provided the work frame is set correctly.
As a consequence, the policy transfers even when there
are notable differences in the simulation, such as mirrored
arm configurations used in this work. Thus, in principle
the policies could also be transferred to other robot arms,
providing the same speed and frequency of control can be
achieved.

B Reinforcement Learning Parameters

Near-default hyper-parameters are used in all training
(full list in Table 4). Image-based observations use the
Atari Nature [9] convolutional layers followed by two
256-node fully connected (FC) layers. State observations
use only the FC layers. For tasks that require both im-
age and state data, the state data is passed through two
64-node FC layers and the output concatenated with the
flattened output of the convolutional layers, which is then
passed through the final FC layers for action and value
prediction. The convolutional weights are shared for all
policy and value networks. Small random image transla-
tion augmentations help to improve performance and sta-
bilise training, as proposed in [10, 11].
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C Reinforcement Learning Environment Details

Table 5: Edge Follow environment description.
Observation • Env State:

{TCP pos, TCP lin vel, Goal pos, Edge ang}
• Tactile:
{Tactile Image}
• Vision:
{RGB Image}
• Vision + Tactile:
{RGB Image, Tactile Image}

Action Space {x, y}
Reward - ( Euclidean distance from TCP to goal +

perpendicular distance from TCP to edge )
Termination • max episode length reached

• euclidean distance from TCP to goal < 1cm
History 1 Frame.
Randomisation • Edge randomly orientated through 360°.

• Distance tip is embedded onto edge is randomly
selected between 1.5mm and 3.5mm.

Table 6: Surface Follow environment description.
Observation • Env State:

{TCP pos, TCP orn, TCP lin vel, TCP ang vel,
Goal pos, Target surface height, Target surface
normal}
• Tactile:
{Tactile Image}
• Vision:
{RGB Image}
• Vision + Tactile:
{RGB Image, Tactile Image}

Action Space {z,Rx,Ry}
Reward -(z difference between TCP and local surface in-

dex +
cosine difference between TCP normal and local
surface normal)

Termination • max episode length reached
• euclidean distance from TCP to goal < 1cm

History 1 Frame.
Randomisation • Surface randomly generated w/ OpenSimplex

noise.
• Direction of goal randomly selected from
[0°, 360°].

Table 7: Object Roll environment description.
Observation • Env State:

{TCP pos, TCP orn, TCP lin vel, TCP ang vel,
Obj pos, Obj orn, Obj lin vel, Obj ang vel, Goal
pos, Obj radius}
• Tactile:
{Tactile Image, Goal pos}
• Vision:
{RGB Image, Goal pos}
• Vision + Tactile:
{RGB Image, Tactile Image, Goal pos}

Action Space {x, y}
Reward -(euclidean distance from object to goal)
Termination • max episode length reached

• euclidean distance from object to goal < 1mm
History 1 Frame.
Randomisation • Random starting position of object in TCP

frame.
• Random marble size between 5mm and 10mm
diameter.
• Random distance embedded into the sensor.

Table 8: Object Push environment description.
Observation • Env State:

{TCP pos, TCP orn, TCP lin vel, TCP ang vel,
Obj pos, Obj orn, Obj lin vel, Obj ang vel, Goal
pos, Goal orn}
• Tactile:
{Tactile Image, TCP pos, TCP orn, Goal pos,
Goal orn}
• Vision:
{RGB Image, TCP pos, TCP orn, Goal pos, Goal
orn}
• Vision + Tactile:
{RGB Image, Tactile Image, TCP pos, TCP orn,
Goal pos, Goal orn}

Action Space {y,Rz}
Reward -(Euclidean distance from object to goal +

cosine distance from object orn to goal orn +
cosine distance from TCP normal to object nor-
mal)

Termination • max episode length reached
• Euclidean distance from object to final goal <
2.5cm

History 1 Frame.
Randomisation • Random trajectory of goals generated with

OpenSimplex Noise.

Table 9: Object Balance environment description.
Observation • Env State:

{TCP pos, TCP orn, TCP lin vel, TCP ang vel,
Obj pos, Obj orn, Obj lin vel, Obj ang vel}
• Tactile:
{Tactile Image}
• Vision:
{RGB Image}
• Vision + Tactile:
{RGB Image, Tactile Image}

Action Space {x, y}
Reward +1 per step
Termination • max episode length reached

• object tilts passed set angle (35°)
History 2 Frames.
Randomisation • Random external force perturbation applied at

start of episode.
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D Full Reinforcement Learning Results

(a) Edge Follow (b) Surface Follow (c) Object Roll (d) Object Push (e) Object Balance

Figure 8: Full training results of reinforcement learning agents. Results are smoothed with a window size of
50 followed by averaging over 3 seeds. Shaded regions indicate maximum and minimum reward achieved over
the 3 seeds (after smoothing).

(a) Edge Follow (b) Surface Follow (c) Object Roll (d) Object Push (e) Object Balance

Figure 9: Full evaluation of reinforcement learning agents throughout training. 10 evaluation episodes oc-
cur every 20,000 steps, using deterministic actions. Results averaged over 3 seeds. Shaded regions indicate
maximum and minimum reward achieved over the 3 seeds.
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E Pix2Pix Architecture

Table 10: Pix2Pix architecture and pa-
rameters.

Layer Details
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Batch Size 64
Learning Rate 0.0002
Image Norm True
Image Trans [2.5%, 2.5%]
Loss Weights Wgan: 1.0, Wpix: 100.0]

G
en

er
at

or

Input dim [128, 128, 1]
Output dim [128, 128, 1]

Input Output Dropout Norm
Down 1 1 64 None False
Down 2 64 128 None True
Down 3 128 256 None True
Down 4 256 512 0.5 True
Down 5 512 512 0.5 True
Down 6 512 512 0.5 True
Down 7 512 512 0.5 True
Up 1 512 512 0.5 True
Up 2 1024 512 0.5 True
Up 3 1024 512 0.5 True
Up 4 1024 256 0.5 True
Up 5 512 128 None True
Up 6 256 64 None True
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Input dim [128, 128, 2]
Output dim [16, 16, 1]

Input Output Norm
Disc 1 2 64 False
Disc 2 64 128 True
Disc 3 128 256 True
Disc 4 256 512 True

Real Image

Target Image

Generated Image
Generator

Discriminator

Figure 10: Real-to-sim translation of the tactile images uses a
pix2pix-trained GAN. Real tactile images are processed by the
generator to produce images that match the target simulated tac-
tile images. The Discriminator is tasked with detecting whether an
input tactile image pair is real or fake.

F Image Translation Data Collection Real Generated Simulated Difference
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Figure 11: Image comparison between pairs of gen-
erated and simulated tactile images. Images are
from validation sets for Real-to-Sim image transla-
tion. SSIM is used to create difference images.

For the edge-following environment, we collect
tactile images pressed onto a straight edge, vary-
ing the orientations, radial displacements and pen-
etration of the sensor. A hemispherical sensor tip
is used with the tool center point (TCP) located
centrally at the end of the sensor. Relative to the
TCP, the data is gathered over ranges: orienta-
tion Rz ∈ [−179°, 180°], radial displacement y ∈
[−6, 6]mm, and penetration z ∈ [3.5, 5.5]mm.

For the surface-following and object-pushing en-
vironments, we collect tactile images pressed onto
a flat surface, varying the orientations and pene-
tration, also with a hemispherical tip. Relative to
the TCP, data is gathered over ranges: orientation
{Rx,Ry} ∈ [−15°, 15°], and penetration z ∈ [2, 5]mm.

For the object-rolling environment, we collect tactile images pressed onto a spherical probe stimulus,
using a flat sensor tip appropriate to this environment. 9 spherical probe stimuli are used, ranging
over [2, 6]mm radius in 0.5mm increments. The sensor is positioned to contact the probe at random
placements within a 15mm disk surrounding the centre of the tip. In this case, shear is not introduced
into the data collection because rolling objects induce negligible motion-dependent shear.

F.1 Full SSIM Scores

We measure the SSIM scores across the validation sets collected for each task, each consisting of
2000 image pairs. For the Edge, Surface and Probe datasets respectively, we found mean scores of
[0.995, 0.992, 0.994], min scores of [0.985, 0.982, 0.974], and max scores of [0.999, 0.999, 0.999].
Whilst high scores are expected due to the relatively sparse target images, this indicates strong
performance in all cases.
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G Supervised Learning Comparison
Table 11: Mean Absolute Error (MAE) for Task I: pre-
dicting polar angle (radians), Task II: predicting radial
displacement (mm) and Task III*: predicting position
of a probe (mm).

Approach Task I Task II Task III*
Ours 0.079 0.119 0.059

Ding et al. [12] 0.254 0.45 0.73

*Indicates some difference between tasks as discussed below.

Whilst we were unable to find a sim-to-real re-
inforcement learning baseline that does not re-
quire specific hardware, we can compare to pre-
vious work simulating the TacTip sensor for su-
pervised learning tasks. Ding et al. [12] used
an elastic deformation approach to simulate the
TacTip sensor. They focussed on supervised
learning from simulated pin positions rather
than tactile images, and could accurately pre-
dict edge position and orientation, and the (x, y) position of a pole pressed into the sensor. In this
section we draw a comparison between the presented method on their supervised learning tasks.

The tasks are defined as follows: Task I predicts polar angle θ of an edge pressed into the sensor;
Task II predicts radial displacement r of an edge pressed into the sensor; and Task III predicts the
(x, y) location of the centre of a pole pressed into the sensor. More details are provided in [12] .

As this is not presented as a standardised benchmark, and we do not have access to the exact setup
used, there are some differences in how these tasks have been carried out between the present work
and [12]. In particular, we differ notably in Task III, where we use a flat TacTip sensor tip instead
of the original hemispherical tip, because we are using the data, GANs and objects acquired for the
object rolling task which needed a flat tip. That said, we expect there will only be small differences
in accuracy between flat and curved TacTip tips.

For each task we first train a convolutional neural network to predict r, θ, x and y using a dataset
of 10,000 simulated tactile images per task (taking ∼145 seconds to collect). We then collect a
dataset of 2000 real sensor images and using GANs trained on edge or probe data, we translate from
real-to-sim images to create the test datasets of generated images. The performance of the trained
networks over the full generated datasets is then measured and compared with the results from [12].

As our simulated tactile data is comprised of images, we use a convolutional neural network (CNN).
To avoid boundary issues over full rotations, we predict a sine/cosine encoding of angle. The CNN
has 4 convolutional layers (each with kernel: 5, stride: 1, padding: 2, maxpool: 2) and 3 fully
connected layers (dimensions = 1024, 512, output dim). Batch normalization is applied only to the
convolutional layers before the ELU [13] activation. Images of resolution 256 × 256-pixels were
used.

Table 11 shows a large reduction in Mean Absolute Error (MAE) for both radial displacement and
angle prediction in comparison with previous work simulating the TacTip [12]. A 3-fold improve-
ment is found in predicting the angle θ (Task I) and a near 4-fold improvement when predicting
radial distance (Task II). We also find a large decrease in MAE from 0.73mm to 0.059mm for
position prediction (Task III), although as mentioned above there are some differences in setup.
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