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A Comparison with different MSA variants.

This section provides more results about the effectiveness of the upsampling operation in different
MSA variants under 100 training epochs settings following Section 4.3. As shown in Table 1, MSA
variants with the “downsample-upsample” branch can compete favorably with the standard MSA in
terms of the Top-1 accuracy but with much higher inference throughput.

Table 1: Results of different MSAs. † means the implementation of adding an upsample operation for
SRA[10] or EMSA[14], and ∗ means replacing SRA or EMSA with the standard MSA, leaving other
components unchanged. Inference throughput (images / s) is measured on a V100 GPU, following
[14].

Methods Params FLOPs Throughput Top-1 (%)

PVT-Tiny[10] 13.27M 1.94G 1144 70.46
PVT-MSA-Tiny∗ 11.36M 4.81G 617 72.38
PVT-EMSAv2-Tiny† 13.95M 1.95G 947 72.53
ResTv1-Lite[14] 10.50M 1.44G 1091 74.108
ResTv1-MSA-Lite∗ 10.48M 4.37G 625 75.06
ResTv1-EMSAv2-Lite† 10.66M 1.45G 926 75.04

B Results of Multi-head Interaction Module

In this section, we estimate the role of the Multi-head Interaction Module (short for MHIM). Training
settings are the same as Section 4.3, i.e., under the 100 training epochs settings. As shown in Table 2,
MHIM can significantly improve the Top-1 accuracy with the cost of decreased inference throughput
when the channel dimension of each head dk is smaller. When dk is larger (e.g., 96), the accuracy
improvement is limited. Therefore, we may choose whether to apply MHIM in EMSAv2 according
to different scenarios.

Table 2: Results of short for MHIM. ResTv2-Lite is a shallow ResTv2 variant with blocks num-
ber={2, 2, 2, 2} and C = 64. Inference throughput (images / s) is measured on a V100 GPU,
following [14].

Methods head_dim Params FLOPs Throughput Top-1 (%)

ResTv2-Lite 64 10.66M 1.45G 945 74.54
+MHIM 64 10.66M 1.45G 926(-19) 75.04(+0.5)

ResTv2-Tiny 96 30.43 M 4.10G 826 80.33
+MHIM 96 30.44M 4.10G 792(-34) 80.47 (+0.14)
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C Experimental Settings

C.1 ImageNet pre-training and finetuning settings

We list the settings for training and fine-tuning on ImageNet-1k in Table 3. The settings are used for
our main results (Section 4.2). The fine-tuning starts from the best checkpoint weights obtained in
pre-training.

Table 3: ImageNet-1k training and fine-tuning settings. Mutiple stochastic depth rates (e.g.,
0.1/0.2/0.3/0.5) are for each model (e.g., ResTv2-T/S/B/L) respectively.

configure pre-training fine-tuning
input crop. 2242 3842

optimizer AdamW AdamW
base learning rate 1.5e-4 1.5e-5
weight decay 0.05 1e-8
optimizer momentum β1 = 0.9, β2 = 0.999 β1 = 0.9, β2 = 0.999

batch size 2048 512
training epoch 300 30
learning rate schedule cosine decay cosine decay
warmup epochs 50 N/A
warmup schedule linear N/A
RandAugment [3] (9, 0.5) (9, 0.5)
label smoothing [9] 0.1 0.1
Mixup [13] 0.8 N/A
Cutmix [12] 1.0 N/A
stochastic depth [5] 0.1/0.2/0.3/0.5 0.1/0.2/0.3/0.5
gradient clip 1.0 1.0
EMA [7] 0.9999 N/A

C.2 Downstream Tasks.

For COCO and ADE20K experiments, we follow the training settings used in ResTv1 [14] and
ConvNeXt [6]. We adopt Detectron2 [11] toolboxes for object detection, and MMSegmentation [2]
toolboxes for semantic segmentation. We use the best model weights (instead of EMA weights) from
ImageNet pre-training as network initialization.

Object Detection on COCO. We utilize multi-scale training, i.e., resizing the input such that the
short side is between 480 and 800 while the longer side is at most 1333, AdamW optimizer with
initial learning rate of 0.0001, weight decay of 0.05, and batch size of 16 (8 V100 GPUs with two
images per GPU) , “×1” schedule (90K iterations with learning rate decayed by ×10 at 60K and
80K steps) for ablation study, and “×3” schedule (270K iterations with learning rate decayed by
×10 at 210K and 250K steps) for main results. We apply standard data augmentation, that is resize,
random flip and normalize. Additionally, we adopt stochastic depth with ratio of 0.1/0.2/0.3 for
ResTv2-T/S/B. All results are reported on the validation set.

Semantic segmentation on ADE20K. We employ the AdamW optimizer with an initial learning
rate of 1.5e-4, a weight decay of 0.05, stage-wise learning rate decay with a ratio of 0.9, and a linear
warmup of 1,500 iterations. Models are trained on 8 GPUs with two images per GPU for 160K
iterations. Stochastic depth with ratio of 0.1/0.2/0.3 for ResTv2-T/S/B. All models are trained on
the standard setting with an input of 512× 512. We report validation mIoU results using multi-scale
testing.
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D Detailed Architectures

The detailed architecture specifications are shown in Table 4, where an input image size of 224× 224
is assumed for all architectures. “Conv-K_C_S” means convolution layers with kernel size K, output
channel C and stride S. “MLP_C” is the FFN layer with hidden channel 4C and output channel C.
“Ev2_H_R” is the EMSAv2 operation with the number of heads H and reduction ratio R. “C” is 96
for ResTv2-T/S/B, and 128 for ResTv2-L.“PA” [14] is short for pixel-wise attention.

Table 4: Detailed architecture specifications. FLOPs are calculated with image size (224, 224).

Module Output ResTv2-T ResTv2-S ResTv2-B ResTv2-L

stem 56× 56 Patch Embedding: Conv-3_C/2_2, Conv-3_C_2, Conv-1_C_1, PA

stage1 56× 56

[
Ev2_1_8
MLP_96

]
×1

[
Ev2_1_8
MLP_96

]
×1

[
Ev2_1_8
MLP_96

]
×1

[
Ev2_2_8
MLP_128

]
×2

stage2 28× 28

Patch Embedding: Conv-3_2C_2, PA[
Ev2_2_4
MLP_192

]
×2

[
Ev2_2_4
MLP_192

]
×2

[
Ev2_2_4
MLP_192

]
×3

[
Ev2_4_4
MLP_256

]
×3

stage3 14× 14

Patch Embedding: Conv-3_4C_2, PA[
Ev2_4_2
MLP_384

]
×6

[
Ev2_4_2
MLP_384

]
×12

[
Ev2_4_2

MLP_384

]
×16

[
Ev2_8_2

MLP_512

]
×16

stage4 7× 7
Patch Embedding: Conv-3_8C_2, PA[

Ev2_8_1
MLP_768

]
×2

[
Ev2_8_1
MLP_768

]
×2

[
Ev2_8_1
MLP_768

]
×3

[
Ev2_16_1
MLP_1024

]
×2

Classifier Average Pooling, 1000D Fully-Connected Layer

FLOPs 4.0G 5.8G 7.7G 13.5G

E Positional Embedding

In Section ??, we explore three types of positional embedding in ResTv2. Here, we give the
mathematical definition of them. Assume x ∈ Rhw×dm be the input token sequence, where h, w and
dm are the input’s height, width and channel dimensions, respectively.

APE. Let θ ∈ Rn×c be position parameters, then APE[4] can be represented as

x̂ = x+ θ (1)

In APE, θ should be the same size as the input x, i.e., n = h ·w, whatever θ is sinusoidal or learnable.

RPE. RPE applied in this paper is the relative position variant introduced in [8], which is added to
the attention map to represent the structure of inputs (i.e., 2D images). Let Q be the queries, K be
the keys, k be the number of heads, and dk be the head dimension. Then position P can be obtained
by P = Ph + Pw, where Ph ∈ Rk×h′×1×dk and Pw ∈ Rk×1×w′×dk represent the positions along
the height dimension and the width dimension, respectively. The RPE can then be defined as:

Attn(Q,K) = Softmax(
Q(K + P )T√

dk
) (2)

Therefore, RPE can capture both the “content-content” and “content-position” information. However,
P is required to share the same resolution as K, i.e., h′ = h,w′ = w in the standard MSA, and
h′ = h/r, w′ = w/r in EMSAv2, where r is the reduction factor.

PA. PA is one kind of spatial attention that utilizes a simple 2D depth-wise convolution as the
transform function [14]. Thanks to the shared parameters and locality of convolution, PA can tackle
arbitrary lengths of inputs and capture their absolute positions with the help of zero paddings.The
mathematical formulation of PA can be defined as

PA(x) = x · σ(DWConv(x)) (3)
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where σ(·) is the Sigmoid function adopted to scale the spatial attention weights.

PEG. PEG [1] adopt a 2D depth-wise convolution to obtain position parameters, i.e.,

x̂ = x+DWConv(x) (4)

Similar to PA, PEG can tackle arbitrary lengths of inputs without interpolating.
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