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1. We extend prior work (Lin et al. (2020)) on dynamic pruning 
during training and lift its limitation of a hand-designed sparsity 
schedule.

2. We only consider a weight for pruning if it’s no longer receiving 
reliable gradients. To measure this point, we propose to use the
Mini-Batch Gradient Signal-To-Noise Ratio.

3. We benchmark our approach on different datasets and archs. 

1. Mini-Batch Gradient Signal-to-Noise Ratio (Mahsereci et al. 
(2017))

• Measures reliability of a mini-batch gradient with respect to 
noise in mini-batch gradient.

2. Dynamic Pruning with Feedback (Lin et al. (2020)):

• Increasingly prunes weights based on magnitude during training.
• Gradients computed also for pruned weights: 

• Pruned weights can become unpruned.

• Sparsity depends on dataset and NN.

• Performs on par with DPF and normal 
dense training, but with less 
hyperparameters than DPF.

• Pruning hardly influences validation 
error (unnecessary weights removed)
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