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A MODEL INITIALIZATION STRATEGY
Inspired by previous works [1, 2], we conduct CutMix augmenta-
tion on labeled data to train two fully supervised pre-trainedmodels,
which are then used to initialize the two subnets. In this way, the
supervised model will produce more reliable pseudo-labels during
self-training, rather than starting from scratch. Furthermore, to
validate the effectiveness of our model initialization strategy using
CutMix operation, we compare it with other model initialization
strategies: (1) Random initialization and (2) Pre-training model di-
rectly on labeled data without CutMix operation. (3) Our proposed
model initialization strategy with CutMix operation in Eq. (11). As
illustrated in Table 1, compared with direct pre-training on the la-
beled data and random initialization, CutMix proves to be effective
in enhancing the segmentation ability of the model.

Table 1: Ablation study for model initialization strategy on
the LA dataset. Random: Randomly initializing the model.
w/o CutMix: Pre-training the model on labeled data without
CutMix operation. Ours: Our proposed model initialization
strategy on labeled data with CutMix operation.

Strategy Scans used Metrics

Labeled Unlabeled Dice(%)↑ 95HD(voxel)↓ ASD(voxel)↓

Random 86.53 13.78 3.65
w/o CutMix 4(5%) 76(95%) 87.21 9.64 3.17

Ours 87.63 8.92 2.23

Random 88.03 9.31 2.31
w/o CutMix 8(10%) 72(90%) 88.94 6.53 1.87

Ours 90.36 6.06 1.68

B ABLATION STUDY FOR THE BRATS2019
DATASET

Recall that our proposed CML method proposes a simple yet ef-
fective semi-supervised learning paradigm to explore the comple-
mentarity of model predictions. There are two main parts: (1) We
encourage the two subnets to reason the same input from different
perspectives, where an explicit constraint is imposed to maximize
feature discrepancy, corresponding to L𝑑𝑖𝑠 . (2) We conduct a het-
erogeneous consistency objective to mine cross-view complemen-
tarity and consistency. This objective, implemented as L𝑢

𝑠𝑢𝑝 , mines
useful semantics from unlabeled data, enhancing the model’s seg-
mentation performance. Besides, the supervision objective L𝑙

𝑠𝑢𝑝

is implemented on labeled data to enable both subnets to make
precise predictions, preventing model collapse.

To further understand the effectiveness of loss components in
CML, we remove each loss individually to observe the correspond-
ing changes in performance on the BraTS2019 dataset. As depicted

in Tab. 2, the results highlight the crucial role of L𝑢
𝑠𝑢𝑝 in our pro-

posed method, which effectively learns useful semantics from unla-
beled data through cross-view mutual learning. Under 10% labeled
data, the model with L𝑢

𝑠𝑢𝑝 improves 6.11%, 11.94, and 4.62 in terms
of Dice score, 95HD, and ASD, respectively, compared to single
L𝑙
𝑠𝑢𝑝 on the BraTS2019 dataset. Moreover, L𝑑𝑖𝑠 ensures that dif-

ferent encoders output distinct features, thereby producing the
complementary model predictions. Specifically, L𝑑𝑖𝑠 further im-
proves 0.83% in Dice term on the BraTS2019 dataset.

Table 2: Ablation studies among different losses on the
BraTS2019 dataset with 10% labeled data.

L𝑙
𝑠𝑢𝑝 L𝑑𝑖𝑠 L𝑢

𝑠𝑢𝑝
BraTS2019 dataset

Dice(%)↑ 95HD(voxel)↓ ASD(voxel)↓

✓ 78.32 22.29 7.36
✓ ✓ 78.64 20.93 5.42
✓ ✓ 84.43 10.35 2.74
✓ ✓ ✓ 85.26 9.08 1.83

C DISCUSSION OF CML
In semi-supervised medical image segmentation tasks, most previ-
ous methods focus on designing various consistency objectives to
learn useful semantics from unlabeled data, which can be roughly
classified into two categories: (1) Image-level consistency: these
methods (e.g., RCPS [7] and SS-Net [5]) often add random pertur-
bations to the unlabeled images and force both subnets to produce
consistent prediction results for these perturbations. (2) Feature-
level consistency: these methods (e.g., U2PL [4] and SCP-Net [6])
aim to align voxel-wise representations from the same class in the
feature space, thereby enhancing the recognition of ambiguous
voxels. Despite the superior results achieved by these cases, the
consistency objective may somewhat reduce the complementarity
of model predictions. This limitation could result in the underuti-
lization of the potential of multi-subnet architectures.

In light of this, we propose a simple yet effective modification
for the consistency objective, which encourages the two subnets
to learn complementary predictions. In other words, we aim to
train two segmentation models that complement each other, and
the final predictions derive from the aggregation of their outputs,
thereby achieving the SoTA performance. Compared to previous
work, the proposed CML method places greater emphasis on cap-
turing cross-view complementary semantics, and points out that
the complementarity of model predictions is equally crucial for
learning unlabeled data. Note that the proposed CML method also
requires implementing the consistency objective, but we encourage
the exploration of complementary semantics across different views
to learn unlabeled data more effectively. In summary, the superior
performance achieved by CML can be attributed to three parts:
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CutMix operation. CutMix effectively expands the sample space
for medical image datasets, mitigating the risk of models overfitting
to suboptimal solutions due to limited label information.Meanwhile,
it allows us to generate heterogeneous supervisory signals, which
will be used to supervise the two subnets to learn complementary
model predictions.

Feature-level discrepancy objective. The feature-level discrep-
ancy objective L𝑑𝑖𝑠 enables the two subnets reasoning about the
same input from different views. In this way, we can train two
segmentation models that complement each other, thereby exploit-
ing cross-view complementary semantics to make more precise
predictions for unlabeled images.

Heterogeneous consistency objective. The heterogeneous con-
sistency objective L𝑢

𝑠𝑢𝑝 serves as a core part of our CML, which
greatly enriches the reliable sample space. Meanwhile, heteroge-
neous pseudo labels help the two subnets to make complementary
predictions from different perspectives, thereby producing more
accurate predictions by integrating the two networks.

Note that the proposed CML method does not require changing
the original network structure and the supervised learning objective.
Instead, it only requires a simple yet effective modification of the
input images and supervisory signals to achieve superior semi-
supervised segmentation effectiveness. Consequently, CML can be
simply integrated into different SSMIS models.

D REPRODUCIBILITY
Our code is modified from URPC [3], SS-Net [5] and BCP [1]. We
will release our full code and datasets after the paper is accepted.
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