Additional results for the rebuttal

Table Al: Ablation for data augmentations. We show how varying levels of data augmentations
influences robustness across all threat models in our training paradigm.

Model Augmentation ‘ clean /{o la 12
ViT-S+ConvStem basic 66.5 385 413 192
ViT-S+ConvStem 3-Aug [1] 70.1 43.6 46.1 234
ViT-S+ConvStem heavy 72.5 485 504 26.7

Table A2: PGD vs APGD. Accuracy difference after adversarial training of a ConvNeXt-T for 50
epochs using either PGD-2 or APGD-2.
Train-Attack ‘ clean /o Ly 0y

PGD-2 72.8 454 39.1 165
APGD-2 71.0 468 38.1 149

Table A3: Evaluation at an increased resolution. For ConvNeXt-B+ConvStem, we see that both
best clean and /., robust accuracies are attained a a higher resolution than the one trained for (224)
across all epsilon values. The difference from base number at the resolution of 224 is shown in color.

Input resolution

€oco

192 224%* 256 288 320
clean 741 -1.8 759 769 +1.0 777 +1.8 772 +1.3
2/255 646 -23 669 679 +1.0 686 +1.7 684 +1.5
4/255 53.0 -32 561 573 +12 572 +1.1 566 +0.5
6/255 41.0 -2.8 438 444 +0.6 445 +0.7 430 -0.8
8/255 295 -09 304 310 +06 298 -06 279 -25

Table A4: Non-ConvStem models for medium sized architectures added. Comparing ViT-
M+ConvStem and ConvNeXt-S+ConvStem with their standard non-ConvStem counterparts. All
models are trained with the same setup for 50 epochs. The change on adding ConvStem is shown in
color.

Model Adversarial Tr. w.r.t. £

clean loo £ 4
ViT-M 71.7 47.2 49.0 29.2
ViT-M + ConvStem 724 +0.7 48.8 +1.6 50.6 +1.6 28.1 -1.1
ConvNeXt-S 74.1 52.3 43.8 19.5
ConvNeXt-S + ConvStem  74.1 52.4 +0.1 509 +7.1 25.6 +5.1
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