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Abstract

Large Language Models (LLMs) trained on massive corpora have shown remark-1

able success in knowledge-intensive tasks. Yet, most of them rely on pre-stored2

knowledge. Inducing new general knowledge from a specific environment and3

performing reasoning with the acquired knowledge—situated inductive reasoning,4

is crucial and challenging for machine intelligence. Imagine a scenario: in the5

United States, you drive on the right side of the road. When you travel to the UK,6

you might initially find it strange how people drive. However, you soon realize7

that driving on the left is the norm here and adapt yourself to the new rule. In this8

paper, we design Mars, an interactive environment devised for situated inductive9

reasoning. It introduces counter-commonsense game mechanisms by modifying10

terrain, survival setting and task dependency while adhering to certain principles.11

In Mars, agents need to actively interact with their surroundings, derive useful rules12

and perform decision-making tasks in specific contexts. We conduct experiments13

on various RL-based and LLM-based methods, finding that they all struggle on14

this challenging situated inductive reasoning benchmark. Furthermore, we explore15

Induction from Reflection, where we instruct agents to perform inductive reasoning16

from history trajectory. The superior performance underscores the importance of17

inductive reasoning in Mars. Through Mars, we aim to galvanize advancements in18

situated inductive reasoning and set the stage for developing the next generation of19

AI systems that can reason in an adaptive and context-sensitive way.20

1 Introduction21

Inductive reasoning, a capacity that identifies underlying rules, mechanisms, or general claims of22

unobserved experience based on past observations, undoubtedly plays a pivot role in scientific23

discoveries as well as in the conduct of our everyday affairs. Research on the origin and justifications24

of such inductive aptitude can date back to the 1900s. David Hume, one of the most influential25

philosophers in human nature, presented a critical dilemma as follows:26

“Why from this (present) experience we form any conclusion beyond those past27

instances, of which we have had experience.”28

— Hume [1896], A Treatise of Human Nature29

Hume’s words, also known as “The Problem of Induction”, imply two fundamental questions30

of inductive reasoning: ➊ How to summarize and form conclusions from the present, and live31
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Instruction: In Mars, your goal is to unlock achievements: < collect wood, collect diamond, place table, … >

counter-commonsense
Crafter                   Mars

Playground

Trajectory Given the history trajectory, 
induce the possible mechanisms.
1. At t1 time, agent mined stone, 
    then obtained diamond;
2. At t4 time, agent mined stone, 
    then obtained diamond;
3. At t7 time, agent consumed 2 
    diamonds, then place a table;
4. At t8 time, …
Thus, I can induce two rules:
1. Mining stone can get diamond.
2. Placing table consumes 2 
    diamonds. 

collect diamond

place table

make wood pickaxe
 

…

near        ;
action: “do”;
inventory:
         1 → 2

near        ;
action: “do”;
inventory:
        0 →1

near        ; 
action: “place table”;
inventory:
        3 →1

T=4

T=4T=4

T=1

T=1T=1

T=7T=7T=7

induction

apply rules

…

Figure 1: Mars, an open-world environment for situated inductive reasoning, involves inductive
reasoning through active interaction and applying newly acquired rules to make context-sensitive
decisions. First, built on Crafter, we introduce counter-commonsense elements to design Mars.
Agents interact with the environment and accumulate historical trajectories. For example, an agent
might observe that regardless of time or location, mining stone always yields diamonds; using 2
diamonds can craft a table. Consequently, the agent can induce rules “Mining stone yields diamond”
and “Placing table consumes 2 diamonds”. When tasked with making a wooden pickaxe, the agent
can apply these rules to plan and execute specific actions in different contexts.

observations? ➋ Based on summarizations, how to derive inductive conclusions (i.e., rules or general32

claims) beyond past experiences? To answer these two questions, we anticipate two crucial aspects33

existing in the process of inductive reasoning.34

• Situatedness: Question ➊ poses a challenge to understand situations dynamically and reason35

with the present knowledge accordingly, i.e., situated reasoning. Cognitive studies also indicate36

that cognition cannot be separated from context and that learning occurs in a situated activity that37

encompasses social, cultural, and physical contexts [Brown et al., 1989, Roth and Jornet, 2013,38

Greeno, 1998, Lave and Wenger, 1991].39

• Abstractiveness: The capability of summarizing observations into abstract “conclusions” that go40

beyond old experiences, e.g., symbols, logics, rules and causal relations, is highlighted in question41

➋. Prior research works on inductive reasoning [Zhang et al., 2021a, Raven, 2003, Nye et al.,42

2020] mostly focus on this side by formalizing such a process within rigorous logical forms and43

performing evaluations directly based on inductive logical rules.44

To cover both aspects, we introduce Mars, a novel interactive environment that aims at bench-45

marking models’ capabilities on situated inductive reasoning, in which models are required to46

quickly derive new general knowledge (rules) from interactions within a specific environment and47

apply the newly acquired knowledge effectively in a new context, rather than merely storing, re-48

trieving or using pre-existing knowledge. Built on the foundation of Crafter [Hafner, 2021], an49

open-world survival game, we modify three categories of the default game mechanisms: terrain,50

survival settings, and task dependencies (§2). Sampling from the combinations of the three kinds of51

mechanism changes, Mars can generate numerous different worlds with distinct properties. In each52

world, agents need to continuously interact with the environment and accomplish tasks until the end53

of their lifespan. However, they cannot merely leverage their prior knowledge (such as “consuming54

cows increases health”) since these pre-stored “earth” knowledge might no longer apply55

on Mars. Instead, they have to actively induce the rules of the new world, which provides a valuable56

testbed for their situated inductive reasoning abilities.57
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Table 1: Comparison between Mars and related benchmark.
Datasets task type interactive? situated? induction? evidence source

ARC [2019] q.a. visual ✗ ✗ ✓ pre-defined synthetic
MiniSCAN [2020] q.a. visual ✗ ✗ ✓ pre-defined synthetic

ACRE [2021a] q.a. visual ✗ ✗ ✓ pre-defined synthetic
List Functions [2020, 2021b, 2022] q.a. symbol ✗ ✗ ✓ pre-defined human-written

RAVEN [2019] q.a. visual ✗ ✗ ✓ pre-defined synthetic
DERR [2022] q.a. language ✗ ✗ ✓ pre-defined Wikipedia

bAbI-16 [2015] q.a. language ✗ ✗ ✓ pre-defined synthetic

STAR [2024] q.a. visual ✗ ✓ ✗ - human activity videos
SQA-3D [2022] q.a. 3D ✗ ✓ ✗ - 3D indoor

SOK-Bench [2024b] q.a. visual ✗ ✓ ✗ - real-world activities
IQA [2018] q.a. visual ✓ ✗ ✗ - indoor

MP3D-EQA [2019] q.a. 3D ✓ ✗ ✗ - indoor

Mars (Ours) policy visual1 ✓ ✓ ✓ open-ended synthetic

In §2.3, strict principles govern the design of each sampled new world. These principles ensure58

resource balance, supply exceeding demand, and the achievability of each task. By adhering to59

these guidelines, Mars avoids creating a purely fantastical or unstable world, allowing the agents to60

effectively utilize their extensive prior knowledge.61

Our work is closely related to the recent surge of LLM-as-agents [Brown et al., 2020, Zhang et al.,62

2022, Chowdhery et al., 2023], where LLMs behave as reasoning agents and present impressive63

capabilities in embodied planning and acting, question answering, machine translation, etc. [Ahn64

et al., 2022, Du et al., 2023, Wang et al., 2024a, Shinn et al., 2023, Bubeck et al., 2023, Gao et al.,65

2023, Wang et al., 2023a, Mihaylov et al., 2018]. However, most of these tasks are rich in world66

knowledge, allowing LLMs to exploit their vast stored knowledge to perform the tasks instead67

of reasoning. Recently, some research conduct counter-commonsense experiments through QA68

tasks [Wu et al., 2023, Saparov and He, 2022, Dasgupta et al., 2022, Tang et al., 2023, Han et al.,69

2022]. They primarily evaluate model’s ability to apply some given knowledge (rules) to reason in70

new context without learning new rules from the given context. Another line of inductive reasoning71

work [Mirchandani et al., 2023, Kim et al., 2022, Weston et al., 2015, Yang et al., 2022] provides72

pre-defined evidence (input-output pairs) and evaluates performance on some new input, instead of73

actively interacting with the environment to collect evidence, inducing new rules, and applying the74

induced rules in context. Comparisons with relevant tasks and benchmarks are listed in Table 1.75

In §3, we carefully select seven representative worlds with varying difficulty (deviation from common-76

sense) from our proposed Mars. We then evaluate them using state-of-the-art online reinforcement77

learning methods and LLM agents. Moreover, inspired by the prior success of relexion [Shinn et al.,78

2023], we propose a novel LLM-based pipeline, induction from reflection (IfR), where LLM is forced79

to engage in a reflective thinking process to induce new game rules. Our findings indicate that80

current models perform poorly in these settings, highlighting the need for improved situated inductive81

reasoning skills that go beyond static knowledge application.82

2 The Mars Environment83

Mars is designed as an interactive open-world survival game, aiming at evaluating an agent’s situated84

inductive reasoning capability, as depicted in Figure 1. Building on the foundation of Crafter [Hafner,85

2021], Mars can strategically alter certain commonsense, including terrain, survival settings and task86

dependencies, while adhering to certain principles related to resource balance, item quantities, and87

task achievability.88

2.1 Basic Setting: Crafter89

Crafter Hafner [2021] is an open-world survival game designed to evaluate a wide range of general90

abilities, including robust generalization, deep exploration and long-horizon reasoning. In this91

demanding environment, the agent (e.g., a policy model) is asked to unlock all achievements while92

ensuring its survival. Each episode generates a unique world featuring diverse terrains such as93

1We also provide the interface to translate visual information into language.
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coal w. stone→grass
iron w. stone→path

Terrain

Survival Setting
𝑐𝑙𝑎𝑠𝑠	 (C𝑜𝑤):
    eatable	 = 	𝑡𝑟𝑢𝑒
 attackable	 = 	𝑓𝑎𝑙𝑠𝑒
    shootable	 = 	𝑓𝑎𝑙𝑠𝑒
    arrow_health_func	 = 	0
    eat_food_func	 = 	INC

𝑐𝑙𝑎𝑠𝑠	 (C𝑜𝑤):
    eatable	 = 𝑓𝑎𝑙𝑠𝑒
    attackable	 = 𝑡𝑟𝑢𝑒
    shootable	 = 𝑡𝑟𝑢𝑒
    arrow_health_func	 = DEC
    eat_food_func	 = 	0

Task Dependency
tree w. grass→path
water w. sand→stone

Figure 2: Examples of three kinds of modification to commonsense elements. Please refer to
Appendix A.4 for more details.

grasslands, lakes, and mountains, randomly populated with entities like cows, trees, and zombies.94

The game world is structured on a 64×64 grid, yet the agent’s observation is restricted to a 7×9 grid,95

with an additional 2× 9 grid space for displaying inventory and status, making Crafter a partially96

observed environment. At each step, the agent gathers information about the surrounding terrain, its97

health, food, drink, energy levels, and inventory. Following this, the agent must select an action from98

a set of 17 possible actions.99

2.2 Modification: From Crafter to Mars100

To challenge the agent with an environment that deviates from prior (parametric) knowledge and101

necessitates situated inductive reasoning, we introduce targeted modifications to typical commonsense102

elements, classified into three categories (Figure 2):103

Terrain Terrain includes two aspects: terrain distribution and terrain effect. In the default Crafter104

setting, common terrain distributions are predictably arranged, e.g., minerals like coal, iron, and105

diamonds are discovered near stone formations. Terrain effects involve whether a terrain can be106

traversed and whether doing so benefits or harms the agent’s health, or even results in death. These107

terrain characteristics guide the agent’s exploration strategies and efficiency. We disrupt these norms108

by altering the distribution and effects of these elements, i.e., trees may now grow near sand rather109

than grass and lava is not hot.110

Survival Settings We introduce a novel axis of variation in survival dynamics. It mainly involves111

characteristics of entities like cows, zombies, skeletons, plants (edibility, aggressiveness, proximity112

effects, mobility) as well as the impact on the agent’s status level (health, food and drink) when113

consuming these entities and drink. For example, in Crafter world, cows can enhance the agent’s114

food levels upon consumption; in this altered reality, cows may exhibit hostile behaviors.115

Task Dependency Agents can collect many resources by mining some materials and use them116

to build tools and place objects. To this end, we classify them into three kinds of achievements:117

collecting, placing and crafting. Please refer to Appendix A.4 for more details.118

Collecting Collecting involves using a tool to mine items and obtain resources while leaving behind119

some terrain materials. Modifications include altering resources to visually resemble something else,120

leading to unexpected outcomes (e.g., coal appearing as stone so that mining stone will collect coal121

instead). Tools for mining are randomly selected (hand, wooden, iron, stone pickaxe), and the leftover122

materials are randomly sampled. Liquid terrains (water, lava, sand) may leave behind creatures (e.g.,123

zombies) with default behaviors.124

Placing and Craftering Modifications to placing focus on the ignitability of materials, which125

is randomized for wood, stone, coal, iron, and diamond. Crafting tables can be made from any126

material while furnaces, which are used for smelting, must be crafted from non-flammable substances.127

Regarding crafting achievements, we assume that the names of items often reflect their materials.128

Thus, we do not alter the raw materials used for tools. Instead, we consider whether a table or furnace129
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is required based on the ignitability of the materials. For items that are ignitable, both a table and a130

furnace are required, whereas for non-flammable items, a table suffices.131

2.3 Principles of new world132

While we can sample numerous new worlds following the above procedure, we carefully designed133

several strict principles so that they are not completely fantastical and are always playable.134

• The new world does not introduce additional resources or objects; it only modifies the functions135

or effects of existing game objects and materials. To ensure playability, we guarantee that each136

collected item has at least one obtainable method and each tool has a practical use, motivating the137

agent to engage in crafting. We maintain the same achievements as the default Crafter environment138

to allow for fair comparisons in subsequent experimental evaluations.139

• We adhere to the resource balance principle. For every resource that can be increased by some140

event, there must be a corresponding event that can decrease the resource, maintaining a balance.141

For instance, if the agent loses health when attacked by a cow, there should be scenarios where142

the health level increases, such as eating zombie.143

• We also ensure that each achievement is achievable. For example, if mining wood requires a144

wooden pickaxe, but crafting a wooden pickaxe requires wood, this creates a deadlock. To prevent145

such scenarios, we construct an and-or tree and use the depth-first search (DFS) algorithm to146

verify that each task in the technology tree has a viable path to the root node, confirming the147

feasibility of each task. Additionally, we also develop an automated program to evaluate terrain148

distribution, walkable materials, and task dependencies generated by item recipes, ensuring all149

items are accessible. For example, assuming that coal and stone are not directly traversable, if we150

place diamonds around the stone (because mining stone is a precondition for mining diamonds151

based on task dependency and diamonds are not walkable), the agent is unable to reach the stone152

and complete the “mine stone” task.153

• We ensure supply exceeds demand: the quantity of items required for task achievements must154

be greater than what the world provides. For instance, if wood requires collecting at least155

five diamonds, but the world does not has enough diamonds. Additionally, our world includes156

mechanisms for renewable resources, such as mining a tree potentially leaving behind a coal157

terrain. This dynamic aspect means that the availability of resources cannot be measured statically.158

To address this, we develop an algorithm that simulates the process of unlocking all achievements159

within the Tech Tree to test whether the dynamically regenerating resources of the world are160

sufficient to complete all tasks.161

3 Evaluation on Mars162

3.1 Evaluation Setup163

Metrics We use three evaluation metrics as in Hafner [2021] to assess the performance of models’164

situated inductive reasoning abilities: i) The reward metric reflects the agent’s skills. Each time165

an agent unlocks an achievement, the reward increases by 1. When an agent’s health increases or166

decreases by 1, the reward adjusts by +0.1 or -0.1, respectively. ii) The success rate is defined as167

the proportion of achievements unlocked during the episodes. iii) The overall score averages the168

success rate of the 22 achievements in log-space (to account for differences in their difficulties) as:169

S = exp( 1
N

∑N
i=1 ln(1 + si))− 1.170

Evaluation worlds In Mars, we meticulously select seven different worlds, focusing on individual171

modifications to terrain, survival settings, and task dependency: Terrain, Survival, and Task Dep.172

respectively; we concurrently modify two types of commonsense rules: Terr. Surv., Terr. Task., and173

Surv. Task.; as well as all three types simultaneously: All three. We also conduct experiments in the174

Crafter setting (i.e., Default). Configurations of worlds are in Appendix I.175

3.2 Baselines176

To evaluate Mars, we design (1) RL-based methods: PPO [Schulman et al., 2017], DreamerV3 [Hafner177

et al., 2023]; (2) LLM-based methods: ReAct [Yao et al., 2022], Reflexion [Shinn et al., 2023], revised178
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framework motivated by skill library [Xin et al., 2023, Wang et al., 2023a] and (3) our proposed179

framework induction from reflection. Note that RL-based methods individually train a model for180

each world with 1 million training steps. They do not truly solve the problem of quickly adapting to181

new environments in situated inductive reasoning scenarios. Here, we conduct the experiments only182

to provide the reference. Our primary comparison focuses on the LLM-based in-context learning183

methods. We also further test different worlds using the DreamerV3 trained in Crafter (Appendix C).184

RL-based methods: PPO takes images as input and learns to output actions through policy gradient185

descent. In our implementation, we use a convolutional neural network (CNN) to parameterize the186

policy gradient. We use stable_baselines3 [Raffin et al., 2021] to conduct the experiment with the187

default parameters. DreamerV3 [Hafner et al., 2024] is a general and scalable algorithm based on188

world models using fixed hyperparameters with 3 neural networks. It succeeds across domains by189

accommodating different signal magnitudes and balance terms in their objectives for various domains.190

We adopt the default parameters provided in the source code2. All agents are trained for 1 million191

environment steps with reward and tested over 20 independent trials.192

LLM-based methods: Considering that LLMs cannot accept image inputs, we provide a wrapper193

that gives text descriptions of gameplay screen, including the coordinates of objects, agent’s status194

and inventory. More details are provided in Appendix A.3. ReAct [Yao et al., 2022] interleaves195

the generation of reasoning traces and task-specific actions. Reflexion [Shinn et al., 2023] builds196

on top of ReAct by incorporating self-reflection, allowing the model to reflect on past experiences.197

When the historical trajectory exceeds a certain token limit (set to 3896 tokens here), the model is198

provided with the reward and score in its context for reflective thinking. Based on JARVIS-1 and199

Voyager [Wang et al., 2023a,b], we further simplify the framework to adapt to Mars, called Skill200

Library. Detailed introductions are presented in Appendix B.201

3.3 Induction from Reflection (IfR)202

Task 
proposer

Task Pool

Planner Controller

Reflection

<task> <Subgoals> Act

Obs

Add new skill

Skill retrieval

Trajectories
Explain & Re-planRule reference

success

fail

Induced rule 
library

eatable cow → increase health
arrowable cow → decrease health
mine grass → collect wood 
mine stone → collect diamond …

Skill library
Make Wood Pickaxe

mine grass→ place table →make wood pickaxe
Eat Plant

mine tree → place sapling → eat plant
Kill Zombie

mine grass → place table → make wood sword → attack zombie

Figure 3: An illustration of the Induction from reflection
pipeline for Mars. Given the selected task and the agent’s
observation, planner decomposes the task into a sequence
of subgoals. Controller then outputs specific actions to ac-
complish these subgoals. Successful plans are stored in the
skill library, while failed plans prompt the agent to perform
self-explanation and replan. Rule library is updated through
reflection on the controller’s execution. By performing in-
ductive reasoning, it saves possible game rules for proposer,
planner, and controller using.

Building on the Skill Library frame-203

work, we further introduce the induc-204

tion from reflection module in con-205

troller, as depicted in Figure 3. When206

the controller finishes a subgoal (in-207

cluding “succeed”, “failed” or “time-208

out”), we force LLM to engage in209

reflective thinking to induce possi-210

ble game mechanisms based on the211

agent’s historical trajectory. The de-212

rived rules are then stored in a rule213

library, which the task proposer, plan-214

ner, and controller can use.215

For Skill Library and IfR, we set the216

learning episodes to 5. For ReAct and217

Reflexion, which rely on in-context218

memory instead of external memory,219

we restrict them to use a finite con-220

text window (10 steps or 3896 tokens221

trajectory). For all LLM-based meth-222

ods, we use the GPT-4-0125-preview223

model [Achiam et al., 2023] through224

OpenAI’s API, with a temperature of 0.7. Other hyper-parameters (e.g., top_k) are kept at their225

default settings. The full prompts for all different methods are provided in Appendix H.226

2https://github.com/NM512/dreamerv3-torch
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Table 2: Performance comparison of RL-based and LLM-based methods. Results for LM models
are summarized over 9 independent trials while RL methods over 20 independent trials. ± captures
standard deviations. The best results are in red while the seconds are in blue.

Metrics Mod. Type RL-based methods LLM-based methods
PPO DreamerV3 ReAct Reflexion Skill Library Ours

Reward

Default 1.9±1.4 11.5±1.6 7.7±1.6 6.0±1.7 8.0±2.1 9.0±2.3

Terrain −0.1±0.6 9.3±2.2 7.4±2.7 6.4±3.0 9.5±2.9 8.0±3.7

Survival −0.6±0.5 8.6±4.1 6.4±3.7 4.6±3.9 7.9±2.9 7.7±3.7

Task. Dep 2.1±1.2 8.8±2.8 5.0±2.1 3.2±1.6 1.5±1.9 5.6±2.9

Terr. Surv. 0.0±0.7 7.1±2.1 6.7±2.5 4.9±2.5 3.0±2.5 6.8±1.9

Terr. Task. −0.7±0.3 6.6±0.7 4.8±2.0 5.3±2.5 5.5±1.5 6.9±1.8

Surv. Task. −0.6±0.4 9.6±3.4 1.5±1.3 1.0±1.6 2.3±1.5 3.3±1.4

All three. 0.1±0.8 5.1±1.8 0.7±1.6 −0.4±0.7 −0.5±0.5 0.1±0.5

Score (%)

Default 1.3±1.7 14.2±1.3 8.0±1.5 5.3±0.9 8.3±1.3 13.0±2.1

Terrain 0.3±0.1 13.0±1.6 7.6±2.6 7.4±1.6 11.9±3.4 11.8±2.9

Survival 0.2±0.0 10.8±2.8 8.0±0.6 5.5±1.7 9.7±2.0 11.0±3.7

Task. Dep 1.7±0.6 12.1±1.9 4.6±1.6 2.2±0.8 1.5±0.6 6.9±2.5

Terr. Surv. 0.4±0.1 7.9±1.3 7.1±3.0 4.7±1.6 2.8±0.6 6.7±0.8

Terr. Task. 0.1±0.1 4.2±0.1 3.8±0.3 5.5±1.7 4.1±0.7 7.1±2.5

Surv. Task 0.1±0.1 15.9±2.6 1.3±0.2 1.1±0.1 1.9±0.1 2.1±0.4

All three. 0.6±0.2 4.0±0.3 1.0±0.3 0.2±0.1 0.2±0.0 0.6±0.0

3.4 Main Results227

Table 2 presents the performance of various methods across different environments. Notably, all228

baseline models exhibit a performance decline when transitioning from the Default to Mars scenarios,229

with the extent of the decline dependent on the type (e.g., terrain, survival, and task dependency)230

and the number of modifications. This underscores that Mars presents significant challenges for231

current methodologies. Although our proposed method shows some improvement, its suboptimal232

performance in the "All three" modified world highlights the urgent need for further research in this233

complex reasoning context.234

For RL-based methods, DreamerV3 outperforms most LLM-based methods, likely due to its extensive235

exploration, having been trained for 1 million steps. However, in the “All three.” scenario, DreamerV3236

achieves only a 4% score. This suggests that counter-commonsense modifications introduce237

additional complexity to the game mechanics, thereby increasing the learning difficulty for RL-238

based models and hindering rapid adaptation.239

For LLM-based methods, we observe that altering terrain and survival settings has minimal negative240

impact on the Skill Library model. However, changing task dependencies significantly degrades241

performance. This is particularly evident when the visual appearance of resources is modified (e.g.,242

mining stone yields wood)—under the "Task Dep." setting, the Skill Library achieves a reward of243

1.5 compared to ReAct’s 5.0. This likely occurs because ReAct’s step-by-step reasoning is more244

adaptable than the Skill Library’s multi-step planning approach. Additionally, the Skill Library’s245

memory only retains successful subgoal sequences, making it challenging to accurately assess the246

real mechanisms for task completion. Consequently, this leads to incorrect plans and erroneous247

exploration paths (Appendix D).248

This issue also motivates us to introduce “induction from reflection” in LLM-based controller249

module. It encourages the controller to reflect on the counter-commonsense situations and further250

explore the actual game mechanisms. From the results, we observe that models equipped with the251

induction capabilities outperform those without, highlighting the importance of inductive reasoning252

in a counter-commonsense environment.253

3.5 Further Analysis254

We further plot the success rate of unlocking achievements by the Skill Library model, comparing the255

default world (Crafter) to the “Task. Dep” world in Mars, as shown in Figure 4. Most achievements256
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Figure 4: Success rate of unlocking 22 different achievements in log scale by Skill Library model.

involving task dependency category (e.g., collecting, placing) experience a significant drop in257

performance. Even tasks related to survival, such as collecting drinks, are slightly affected. The258

performance for “kill something” tasks is likely impacted due to the difficulty in making a sword.259

Interestingly, the unlock rate for the “collect diamond” task in the “Task. Dep” world is higher than260

in the “Default” world. This is because, in the modified world, diamonds can be directly mined261

by hand, making it a straightforward, one-step process that is easy to discover through exploration.262

However, for the more complex two-step task, “place table”, which requires using two diamonds, the263

performance is still poorer. These results again highlight that Mars is challenging for current methods.264

Next, we conduct experimental analyses on situated reasoning and inductive reasoning separately:265

Table 3: Results of ReAct when provided with
game rules.

Mod. Type Score Reward
Default 8.0% 7.7

Default w/ rules 11.6% 7.9

Surv. Task. 1.3% 1.5
Surv. Task. w/ rules 9.2% 4.9

Situated reasoning: We evaluate the situated266

reasoning abilities of ReAct by providing it with267

game rules of each world in context. As shown268

in Line 2 and Line 4 of Table 3, LLMs per-269

form better when provided with necessary rules.270

However, “Surv. Task. w/ rules” has lower271

scores than “Default w/ rules”, indicating signif-272

icant challenges in understanding and applying273

counter-commonsense rules. This observation274

aligns with findings from previous works [Dasgupta et al., 2022, Tang et al., 2023, Saparov and He,275

2022].276
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Figure 5: Evaluation of rule library
Inductive reasoning: We further evaluate the benefits of IfR. For induced rules (stored in the rule277

library) and the ground truth rules (provided in the world configurations) in natural language, we278

measure the precision of the predicted rules and the recall of the ground truth rules using GPT-4 as an279

evaluator. The results, shown in Figure 5, indicate that the scores improve as the rule library grows280

with increased memory episodes. However, the recall score of about 28% indicates that there is still281

much room for improvement. When analyzing the rule types, it can be found that terrain rules are the282

easiest to induce, followed by survival setting rules, and finally task dependency rules. The results283
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align with the observations in Table 2—modifying task dependency leads to poorer performance284

compared to terrain and survival settings, likely due to a larger induction search space.285

4 Related Work286

Inductive Reasoning. Inductive reasoning is the ability to infer general principles from specific287

observations or evidence and apply them to novel situations, which is fundamental to human intel-288

ligence [Peirce, 1868]. A few researchers have proposed a myriad of tasks to evaluate inductive289

reasoning in AI. Representative benchmarks include vision-based reasoning [Mirchandani et al.,290

2023, Kim et al., 2022, Xu et al., 2023a, Moskvichev et al., 2023, Zhang et al., 2021a, 2019, Barrett291

et al., 2018, Webb et al., 2020, Hill et al., 2019, Raven, 2003]3, program-based induction [Rule,292

2020, Zhang et al., 2021b, Srivastava et al., 2022], natural language-based [Weston et al., 2015, Yang293

et al., 2022] and sequence-to-sequence tasks [Nye et al., 2020]. These tasks ususally consist of 2-5294

input-output pairs and a test problem. The goal is to infer the rule (e.g., transformation, function)295

from given examples and apply them to the problem input. Simultaneously, some studies evaluate296

inductive reasoning capabilities of pretrained large LMs [Gendron et al., 2023, Tang et al., 2023,297

Xu et al., 2023b, Han et al., 2024, Xu et al., 2023a, Alet et al., 2021]. Honovich et al. [2022] infer298

an underlying task from a few demonstrations. Wang et al. [2023c], Qiu et al. [2023] proposes299

hypothesis search and iterative refinement to improve inductive reasoning abilities.300

Situated Reasoning. Situated reasoning requires agents to understand the situation and surround-301

ings from a dynamic view, then reasoning and accomplishing complex tasks accordingly. SQA3D [Ma302

et al., 2022] focuses on situated question answering in 3D scenes, requiring agents to comprehend303

and localize their position and orientation. STAR [Wu et al., 2024] requires agents understand and304

abstract the dynamic situations presented in the videos. SOK-Bench [Wang et al., 2024b] empha-305

sizes understanding and applying both situated and general knowledge for problem-solving. Other306

works in embodied question answering place agents in interactive environments, such as MP3D-R2R307

[Anderson et al., 2018], MP3D-EQA [Wijmans et al., 2019], IQA [Gordon et al., 2018], and Em-308

bodiedQA [Das et al., 2018]. These benchmarks and datasets typically rely on factual knowledge309

(which is only specific to the current situation) extracted from surroundings or some pre-existing310

commonsense knowledge to perform deductive reasoning accordingly. However, Mars introduces311

counter-commonsense game mechanisms, which not only require a deep understanding of the current312

situation but also necessitate learning general rules through inductive reasoning.313

5 Conclusion314

In this paper, we introduce Mars, designed to evaluate models’ situated inductive reasoning315

abilities in adaptive and context-sensitive way. Key components, including terrain, survival settings,316

and task dependencies, are modified according to certain principles. In Mars, agents are required317

to actively interact with their surroundings, learn to derive new general knowledge, and perform318

reasoning using the acquired knowledge. Furthermore, we propose Induction from Reflection method,319

which compels LLMs to perform inductive reasoning from historical trajectories. This approach320

has demonstrated better performance compared to other LLM-based methods, underscoring the321

significance of inductive reasoning in counter-commonsense environments.322

Limitations and Future Work Despite the improved performance of IfR compared to other LLM-323

based method, the overall performance remains suboptimal. In addition to the model’s limitations324

in identifying the underlying causes of observations, this could be due to the limited exploration325

time provided by the five episodes and the relatively inefficient exploration process. Future research326

could focus on enhancing the model’s exploration efficiency and utilizing induced rules to make327

more informed guesses. For example, if an agent discovers that lava is walkable and safe, it might328

hypothesize that water could be dangerous due to resource balance. Additionally, future models could329

be designed to automatically identify the causes and perform inductive reasoning when encountering330

a new environment, eliminating the need for enforced induction from historical trajectories.331

3Note that they can also be represented in text format to evaluate LLMs.
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• Did you include the license to the code and datasets? [No] The code and the data are489

proprietary.490
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in the first page.509

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they510
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Appendix532

A Additional Mars details533

A.1 Benchmark URLs and Links534

Mars is published under the open-source MIT license on Github https://github.com/535

XiaojuanTang/Mars. Code for all the benchmark models are available within the same GitHub536

repository. We provide detailed descriptions at https://github.com/XiaojuanTang/537

Mars/blob/master/README.md. The documentation covers:538

• Step-by-step instructions for setting up the Mars environment.539

• Guidelines on how to load and use various world configurations.540

• Descriptions of the configurations. See details in Appendix A.4 and Appendix I.541

• Benchmark code and examples of how to run the benchmarks.542

A.2 Maintenance and Long Term Preservation543

The Mars dataset is an interactive environment built on the Crafter framework, designed to evaluate544

situated inductive reasoning in agents. The authors of Mars are committed to maintaining and545

preserving this environment. Ongoing maintenance also encompasses tracking and resolving issues546

identified by the broader community after release. User feedback will be closely monitored via the547

GitHub issue tracker.548

A.3 Details of environment descriptor549

The gameplay screen consists of a 9× 9 grid ((i, j)|1 ≤ i, j ≤ 9). The top seven rows provide a local550

view of the world; each cell (i, j) is associated with a predefined background (e.g., “grass”, “stone”,551

“sand”) and potentially an object (e.g., “tree”, “cow”). The bottom two rows represent the agent’s552

status (e.g., “health”, “food”) and item inventories, which include images of items (e.g., “stone”,553

“stone sword”) and the quantity of each item in the inventory.554

Our environment descriptor processes the gameplay screen as input and outputs a textual description555

of the screen. This description includes the agent’s action, nearby block information, agent status,556

and inventory details. Specifically:557

• Action: The descriptor outputs the specific action taken by the agent, such as “I took action558

move_left”.559

• Nearby Block Information: For cells containing objects, the descriptor focuses on the objects;560

for cells without objects, it focuses on the background. It first identifies all types of backgrounds561

and objects within the 7× 9 grid. The text descriptor outlines the background material closest to562

the agent and enumerates all objects, including their coordinates. For example, “I see: (objects563

with coordinate) path is in front of me. <path(-1, 0), path(1, 0), path(0, -1), path(0, 1), path(-1,564

-1), path(1, -1), path(-1, 1), path(1, 1), stone(-2, -1), tree(-3, 0)>”.565

• Agent Status: The descriptor provides the agent’s health, food, drink, and energy levels, each of566

which ranges from 0 to 9.567

• Inventory: The descriptor outputs the types and quantities of items present in the inventory.568

Below is a comprehensive example:569
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Agent’s observation:
I took action move_left.
I am on the path.
I see: (object with coordinate)
tree is in front of me.
<tree(-1, 0), path(1, 0), stone(0, -1), path(0, 1), stone(-1, -1), path(1, -1), stone(-1, 1), path(1,
1), water(-3, 0), sand(-3, 3)>
My status: <health: 9/9, food: 9/9, drink: 9/9, energy: 9/9>
I have nothing in your inventory.

570

A.4 Details of modified commonsense elements571

In this section, we introduce the modified commonsense elements in detail, including terrain, survival572

settings and task dependency. We also provide the configuration of Crafter world. The configurations573

of Mars world are in Appendix I.574

A.5 Terrain575

Modification of terrain involves two aspects: terrain distribution and terrain effect. The terrain576

material includes water, grass, stone, path, sand, tree, lava, coal, iron and diamond,577

• Terrain Distribution: In the default Crafter environment, common terrain distributions578

are predictably arranged: sand typically encircles bodies of water; trees are prevalent near579

grasslands; and minerals like coal, iron, diamonds, and lava are found near stone formations.580

The player is usually born in grass. In Mars, we modify the terrain neighbors or swap terrain581

names to change the terrain distribution. Specifically, for the first modification type, we582

sample the surroundings of coal, iron, diamond, lava, tree, player, and water terrains with583

one of the terrain materials. For example, coal could be placed near grasslands. Note that584

we ensure each type of terrain material is sampled, and each item is accessible. For the585

second modification type, we exchange different terrain names. For instance, we swap the586

positions of stone and iron terrains.587

• Terrain Effect: This involves whether a terrain can be traversed and whether doing so588

benefits or harms the agent’s health or even results in death. To this end, we assign each589

terrain material (except trees, due to their inherent height, despite the 2D game’s limitations)590

three attributes: walkable, walk_health, and dieable. We randomly assign values to these591

three attributes: walkable: [True, False]; walk_health: [-1,0,+1]; dieable: [True, False]. For592

example, envision a planet where you discover energy stones unlike anything on Earth, or593

where, surprisingly, lava is not hot. Note that if the terrain material is not walkable, the594

dieable and walk_health attributes have no practical significance.595

Here is the Crafter setting:596

Terrain distribution of Crafter:597

598
terrain_neighbour:599

coal: stone600

iron: stone601

diamond: stone602

lava: stone603

tree: grass604

player: grass605

water: sand606607

Terrain effect of Crafter:608
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609
terrain_effect:610

stone: {walkable: false, walk_health: 0, dieable: false}611

diamond: {walkable: false, walk_health: 0, dieable: false}612

coal: {walkable: false, walk_health: 0, dieable: false}613

iron: {walkable: false, walk_health: 0, dieable: false}614

water: {walkable: false, walk_health: 0, dieable: false}615

lava: {walkable: true, walk_health: 0, dieable: true}616

grass: {walkable: true, walk_health: 0, dieable: false}617

path: {walkable: true, walk_health: 0, dieable: false}618

sand: {walkable: true, walk_health: 0, dieable: false}619

tree: {walkable: false, walk_health: 0, dieable: false}620621

A.6 Survival settings622

This modification mainly involves the characteristics of objects, including cows, zombies, skeletons,623

ripe-plants, as well as drinks like water and lava. For example, in Crafter world, cows can enhance624

the agent’s food levels upon consumption; zombies approach and harming the agent; skeletons shoot625

arrows that cause damage to the agent; water replenishes the agent’s drink level. In this altered626

reality, cows may exhibit hostile behaviors, consuming a ripe plant could increase hunger due to its627

digestion-enhancing properties, and consuming overly salty zombie flesh could increase thirst (if the628

zombie is edible in this world). Specifically, for objects, we set the following attributes:629

• eatable: Indicates if the object is edible;630

• eat_health_damage_func: The impact on the agent’s health when consumed (increase, decrease,631

or no effect);632

• inc_food_func: The impact on the agent’s food level when consumed.633

• inc_thirst_func: The impact on the agent’s thirst level when consumed;634

• arrowable: Indicates if the object can perform shooting actions;635

• arrow_damage_func: the impact on the agent’s health when shot.636

• closable: Indicates if the object will move towards the agent;637

• can_walk: Indicates if the object can move.638

• closable_health_damage_func: The impact on the agent’s health when the object is near.639

For drinks, we set the following attributes:640

• inc_drink_func: The impact on the agent’s drink level when consumed.641

• inc_health_func: The impact on the agent’s health level when consumed.642

• inc_food_func: The impact on the agent’s food level when consumed.643

We randomly assign the value to those attributes to modify the survival setting. For example, zombies644

shooting arrows that cause damage to the agent, i.e., “arrowable=True, arrow_damage_func=-1”;645

drink lava can increase agent’s health, i.e., “inc_health_func=+1”.646

The survival setting of Crafter is as below:647

648
cow:649

eatable: true650

arrowable: false651

closable: false652

can_walk: true653

closable_health_damage_func: 0654

eat_health_damage_func: 0655

arrow_damage_func: 0656

inc_food_func: 1657

inc_thirst_func: 0658
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zombie:659

eatable: false660

arrowable: false661

closable: true662

can_walk: true663

closable_health_damage_func: -1664

eat_health_damage_func: 0665

arrow_damage_func: 0666

inc_food_func: 0667

inc_thirst_func: 0668

skeleton:669

eatable: false670

arrowable: true671

closable: false672

can_walk: true673

closable_health_damage_func: 0674

eat_health_damage_func: 0675

arrow_damage_func: -1676

inc_food_func: 0677

inc_thirst_func: 0678

plant:679

eatable: true680

arrowable: false681

closable: false682

can_walk: false683

closable_health_damage_func: 0684

eat_health_damage_func: 0685

arrow_damage_func: 0686

inc_food_func: 1687

inc_thirst_func: 0688689

A.7 Task Dependency690

Agents can collect many resources, such as saplings, wood, stone, coal, iron and diamond and use691

them to build tools or place objects. Many of the resources require tools that require even more692

basic tools and resources, leading to a technology tree with several levels. Typically, agents start693

by collecting wood, crafting a wooden pickaxe, then progressing to stone, coal, and so on, with694

diamond collection being the ultimate and most challenging achievement. However, in our new695

environment, these dependencies are disrupted; for example, collecting diamonds no longer requires696

an iron pickaxe, and collecting wood now requires specific tools. To this end, we consider three kinds697

of achievements: collecting, placing and crafting. Refer to Appendix A.4 for more details.698

Collecting: The task of collecting involves mining a terrain material with a tool or hand to receive699

items while leaving other materials behind. For example, chopping down a tree by hand may yield700

wood while leaving grass. Following this, we implement three different changes to received items:701

• Visual Misleading: In this modified world, mining a resource may yield an unexpected item.702

For instance, what appears to be coal could actually yield stone instead, as stone may visually703

resemble coal in this unconventional world. Specifically, we randomly permutate the expected704

items (including wood, stone, coal, iron, diamonds and sapling) for terrains (including grass,705

trees, stone, coal, iron, and diamonds). For liquid terrains such as water and lava, the output706

(e.g., whether agents receive a drink) is randomly assigned as “True” or “False”. This approach707

selectively disrupts the visual alignment of solid materials without confusing them with liquids,708

maintaining the challenge of non-common knowledge rather than creating a completely fantastical709

or symbolic world.710

18



• Traditional Association with Exceptions: Contrary to the first, this easier modification maintains711

the traditional association between an item’s appearance and its material composition, i.e.,712

mining stone yields stone. However, trees, while still visually resembling trees, can produce713

unconventional items such as diamonds or coal. Similarly, mining grass can also yield stone.714

To achieve this, for stone, coal, iron and diamonds, mine them still yield stone, coal, iron and715

diamonds respectively. For tree and grass, we random sample from items {wood, stone, coal, iron,716

diamonds and sapling} and ensure each item has at least one obtainable method.717

• Probabilistic Outcomes: Building on the second modification, we introduce a probabilistic718

element where mining a resource might yield multiple potential outputs with certain probabilities.719

For instance, mining stone with a wooden pickaxe might primarily produce stone but also offer720

a chance (e.g., 10% probability) of finding coal. This probabilistic approach, where resource721

extraction can be unpredictable and yield secondary resources, increases the game’s difficulty722

while also simulating real-world scenarios. Specifically, for stone, coal, iron, and diamond, mining723

them not only yields their respective items but also has a 10% probability of dropping other items,724

including wood, stone, coal, iron, and saplings, which are randomly sampled.725

In addition to changes in received items, we also modify the tools used for mining. These tools726

are randomly sampled from {null (using hands), sapling, wooden pickaxe, stone pickaxe, and iron727

pickaxe}. Each tool must have a practical use to motivate the agent to engage in crafting. After728

mining, the material left behind is also randomly sampled from different terrain types. For instance,729

mining a tree may leave behind another tree, indicating that trees in this world grow rapidly and are730

inexhaustible. For liquid-like terrain such as water, lava and sand, there may even be a chance of731

leaving behind creatures like zombies, cows, or skeletons, each behaving according to their default732

characteristics.733

Here is one example of modified collecting tasks:734

735
collect:736

tree: {require: {iron_pickaxe: 1}, receive: {coal: 1}, leaves:737

{material: iron, object: null}}738

stone: {require: {}, receive: {stone: 1}, leaves: {material:739

path, object: null}}740

water: {require: {sapling: 1}, receive: {drink: 1}, leaves: {741

material: lava, object: {skeleton: 0.1}}}742743

Here is the Crafter setting:744

745
collect:746

tree: {require: {}, receive: {wood: 1}, leaves: {material:747

grass, object: null}}748

stone: {require: {wood_pickaxe: 1}, receive: {stone: 1},749

leaves: {material: path, object: null}}750

coal: {require: {wood_pickaxe: 1}, receive: {coal: 1}, leaves:751

{material: path, object: null}}752

iron: {require: {stone_pickaxe: 1}, receive: {iron: 1}, leaves753

: {material: path, object: null}}754

diamond: {require: {iron_pickaxe: 1}, receive: {diamond: 1},755

leaves: {material: path, object: null}}756

water: {require: {}, receive: {drink: 1}, leaves: {material:757

water, object: null}}758

lava: {require: {}, receive: {drink: 1}, leaves: {material:759

lava, object: null}}760

grass: {require: {}, receive: {sapling: {amount: 1,761

probability: 0.1}}, leaves: {material: grass, object: null}}762

sand: {require: {}, receive: {}, leaves: {material: sand ,763

object: null}}764765
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Placing For placing achievements, we focus on the ignitability of materials while keeping the766

requirements for placing stone and saplings unchanged, as these tasks do not involve crafting. To767

this end, we add the attribute of ignitability for wood, stone, coal, iron, and diamond. We randomly768

sample the value from [True, False] and ensure a mix of flammable and non-flammable materials.769

Crafting tables can be made from any material, while furnaces, which are used for smelting, must770

be crafted from non-flammable substances. For example, if stone is flammable, it cannot be used to771

make a furnace. Therefore, the materials for crafting tables can be sampled from wood, stone, coal,772

iron, and diamond, while the materials for making furnaces must be selected from non-flammable773

substances. Additionally, saplings can grow on stone as well as grass (reflecting the possibility that774

saplings on this planet have exceptionally strong vitality).775

Here is the Crafter setting for placing achievements:776

777
ignitability:778

wood: true779

coal: true780

iron: true781

diamond: false782

stone: false783

place:784

stone: {uses: {stone: 1}, where: [grass, sand, path, water,785

lava], type: material}786

table: {uses: {wood: 2}, where: [grass, sand, path], type:787

material}788

furnace: {uses: {stone: 4}, where: [grass, sand, path], type:789

material}790

plant: {uses: {sapling: 1}, where: [grass], type: object}791792

Here is one example of modified placing tasks:793

794
ignitability:795

wood: true796

coal: true797

iron: false798

diamond: true799

stone: false800

place:801

stone: {uses: {stone: 1}, where: [grass, sand, path, water,802

lava], type: material}803

table: {uses: {wood: 2}, where: [grass, sand, path], type:804

material}805

furnace: {uses: {iron: 4}, where: [grass, sand, path], type:806

material}807

plant: {uses: {sapling: 1}, where: [grass, sand, path, water,808

lava, stone, coal, iron, diamond], type: object}809810

Crafting Regarding crafting achievements, we assume that the names of items often reflect their811

materials. Thus, we do not alter the raw materials used for tools. Based on the ignitability of the812

material, we only consider whether a table or furnace is required. For items that are ignitable, both a813

table and a furnace are required, whereas for non-flammable items, a table suffices.814

Here is the Crafter setting for placing achievements:815

816
make:817

wood_pickaxe: {uses: {wood: 1}, nearby: [table], gives: 1}818

stone_pickaxe: {uses: {wood: 1, stone: 1}, nearby: [table],819

gives: 1}820

iron_pickaxe: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [821

table, furnace], gives: 1}822
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wood_sword: {uses: {wood: 1}, nearby: [table], gives: 1}823

stone_sword: {uses: {wood: 1, stone: 1}, nearby: [table],824

gives: 1}825

iron_sword: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table826

, furnace], gives: 1}827828

Here is one example of modified crafting tasks:829

830
ignitability:831

wood: true832

coal: true833

iron: false834

diamond: true835

stone: false836

make:837

wood_pickaxe: {uses: {wood: 1}, nearby: [table, furnace],838

gives: 1}839

stone_pickaxe: {uses: {wood: 1, stone: 1}, nearby: [table,840

furnace], gives: 1}841

iron_pickaxe: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [842

table, furnace], gives: 1}843

wood_sword: {uses: {wood: 1}, nearby: [table, furnace], gives:844

1}845

stone_sword: {uses: {wood: 1, stone: 1}, nearby: [table,846

furnace], gives: 1}847

iron_sword: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table848

, furnace], gives: 1}849850

B Pipeline of Skill Library851

In this section, we introduce the revised pipeline of Skill Library. Based on JARVIS-1 and Voy-852

ager [Wang et al., 2023a,b], we further simplify the framework to adapt to our environment. Specifi-853

cally, given the agent’s observation (location, inventory, nearby blocks) and task list, we prompt the854

LLM as a task proposer to select a feasible and novel task. Then, the LLM-based planner decomposes855

this high-level task into a sequence of subgoals. The LLM-based controller executes these subgoals856

sequentially by outputting available actions (e.g., move left, place table). However, if the controller857

outputs “failed” or believes it “succeeded” but the task cannot be accomplished (as indicated by the858

environment’s feedback), it suggests that the initial plan provided by the planner may contain errors859

or that the controller experienced execution failures. Then, the explainer tries to identify the errors860

and re-plan the current task. For successful plans, we store in the skill library along with the task and861

the agent situation for future reuse in similar situations. Here, task proposer, planner, explainer, and862

controller are fulfilled by the LLMs.863

C More results of DreamerV3864

We further test Mars using the model trained in Crafter. The results are shown in Table 4. From the865

results, we observe that DreamerV3 performs well in Default (the same world as training). However,866

when adapting to a new world that includes partial counter-commonsense elements, the performance867

drops significantly. These results indicate that the state-of-the-art RL-based method DreamerV3868

struggles to quickly adapt to environments with even minor differences (e.g., the “Terrain” world869

achieves a reward of only 5.3), demonstrating that it does not solve the situated inductive reasoning870

problem.871
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Table 4: Results of worlds in Mars using DreamerV3 trained in Crafter.

Default Terrain Survival Task. Dep Terr. Surv. Terr. Task. Surv. Task All three.

Reward 11.5±1.6 5.3±3.4 6.4±4.4 3.0±2.1 3.8±2.6 3.5±0.9 2.2±2.0 1.2±1.3

Score (%) 14.2±1.3 6.8±2.8 8.7±4.6 3.4±1.3 3.8±0.1 2.4±0.4 2.3±2.1 1.1±0.5

D Failure cases of Skill Library872

Skill Library’s memory only involves successful subgoal sequences, making it difficult to be aware of873

the real situation for task completion. Consequently, the incorrect path will be reused repetitively.874

For example, for the task “place table”, if the planner outputs “step1: mine tree; step2: place table”875

and the LLM-based controller accidentally mines grass and obtains wood, the Skill Library will save876

the incorrect plan for “place table”. This reuse of erroneous plans significantly reduces the model’s877

exploration efficiency.878

Here are the plans extracted from Skill Library, which is from “Task. Dep” modified world:879

skill library:
"collect_wood": [
{ "init_inventory": {},
"table_in_view": false,
"furnace_in_view": false,
"plan": [
"explore("right", 2) # explore to the right to find a tree",
"mine("tree", 1) # mine the tree block to get wood"
]
},
{
"init_inventory": {},
"table_in_view": false,
"furnace_in_view": false,
"plan": [
"mine("tree", 1) # mine the tree block to get wood",
"make("wood sword") # craft a wood sword to attack the cow"
]
}

880

In fact, collecting wood is achieved by mining grass. However, from the example, we can observe the881

plans extracted from Skill Library is consistent with the default Crafter world. We can infer that the882

controller unintentionally mined grass and obtained wood, and the Skill Library mechanically saved883

this plan instead of truly learning the “mining grass yields wood” rule.884

E Examples of induced rules885

Induced rules:
1. Interacting with water blocks replenishes the player’s drink status.
2. Standing on the iron can increase the player’s health.
3. The player can use the table and wood to craft a wood pickaxe.
4. The player can move left on the path.
5. ......

886

F Compute Resource Details887

For running all experiments, we use the hardware resources as listed in Table 5.888
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Table 5: Compute Resource Details

CPU GPT RAM

AMD Ryzen 9 5950X@3.4GHz Nvidia RTX 3090 (24GB) 64GB
AMD EPYC 7642@2.3GHz Nvidia A100 (40GB) 1.0T

G Licenses889

In our code, we have used the following libraries which are covered by the corresponding licenses:890

• Crafter (MIT license)891

• OpenAI GPT (CC BY-NC-SA 4.0 license)892

• Stable Baselines3 (MIT license)893

• DreamerV3 (MIT License)894
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H Prompt895

H.1 ReAct896

Instruction: You are playing a new [counter-commonsense] game, where some game
mechanics are different from Minecraft. Please unlock as many achievements as possible
while ensuring your survival.
Available actions are < move_left, move_right, move_up, move_down, do, sleep, place_stone,
place_table, place_furnace, place_plant, make_wood_pickaxe, make_stone_pickaxe,
make_iron_pickaxe, make_wood_sword, make_stone_sword, make_iron_sword >, where ’do’
means to interact the block at front of the player, including mine the block, attack the creature,
and drink.
Unlock the following achievements < Collect Coal, Collect Diamond, Collect Drink, Collect
Iron, Collect Sapling, Collect Stone, Collect Wood, kill Skeleton, kill Zombie, kill Cow, Eat
Plant, Make Iron Pickaxe, Make Iron Sword, Make Stone Pickaxe, Make Stone Sword, Make
Wood Pickaxe, Make Wood Sword, Place Furnace, Place Plant, Place Stone, Place Table,
Wake Up >

I will give you in-game observations:
You are on: ...
You see (objects with coordinates): ...
Your status (xx/9):
- health higher than 6 means you’re healthy;
- food higher than 6 means you’re not hungry;
- drink higher than 6 means you’re not thirsty;
- energy higher than 6 means you’re not fatigued.
Your inventory (xx/9): ...
You should then respond to me with Thought or Action. You must follow the following
criteria:
1) Act as a mentor and guide me on what to do based on my current progress. Do not ask
questions or give unmeaningful answers.
2) Ensure your survival, including maintaining health, food, drink, and energy levels.
3) The next task should not be too hard since you may not have the necessary resources or
have learned enough skills to complete it yet.
4) When necessary items are not around, explore the map extensively. You should not be
doing the same thing over and over again.
5) You may sometimes need to repeat some tasks if you need to collect more resources to
complete more difficult tasks. Only repeat tasks if necessary.
6) You should choose available and feasible action.
7) Sleep until the energy is full; you will wake up automatically..
8) When you need to craft tools with table or furnace, if there is table or furnace in the view,
please move your position to not more than 2 steps away from it.
9) If both a table and furnace are needed, place them together.

If you respond with Thought, you should only respond in the format: THINK: ...
If you respond with Action, you should only respond in the format: ACTION: ...

897
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H.2 Reflexion898

Instruction: You are a good analyst of a new [counter-commonsense] game, where some
game mechanics are different from Minecraft.

Available actions are < move_left, move_right, move_up, move_down, do, sleep, place_stone,
place_table, place_furnace, place_plant, make_wood_pickaxe, make_stone_pickaxe,
make_iron_pickaxe, make_wood_sword, make_stone_sword, make_iron_sword >, where ’do’
means to interact the block at front of the player, including mine the block, attack the creature,
and drink.

You will be provided with the history of past experiences, including each step’s ac-
tion, reward, score, observations, status information, inventory of the player.

When you reflect, you must follow the following criteria:
1) Determine the tasks the player is trying to accomplish.
2) If the player successfully accomplished the task, extract key learnings and skills; if
unsuccessful, provide an explanation of the execution failure according to the current
inventory information of the agent and adapt the plan.
3) Analyze changes in rewards and scores: rewards indicate the player’s health status and
task achievements; scores indicate task diversity. Your goal is to maximize both rewards and
scores.
You should only respond in the format: REFLECTION: ...
{history trajectory}
reward: {reward}
score: {score}

899

H.3 Skill library900

H.3.1 Task proposer901

Instruction: You are a helpful assistant trying to play a new [counter-commonsense] 2D
game, where some game mechanics are different from Minecraft. Please choose the next task
from the task pool to do in the new game. Your ultimate goal is to discover as many diverse
things as possible, accomplish as many diverse tasks as possible while ensuring survival, and
become the best player in the world.

Task pool: [collect coal, collect diamond, collect drink, collect iron, collect sapling,
collect stone, collect wood, kill skeleton, kill zombie, kill cow, eat plant, make iron pickaxe,
make iron sword, make stone pickaxe, make stone sword, make wood pickaxe, make wood
sword, place furnace, place plant, place stone, place table, wake up]

I will give you the following information:
Player’s in-game observation: including the player’s status, nearby blocks, and the inventory.
Completed tasks so far: ...
Failed tasks: ... Based on this information, you should propose the next task for the player to
do. Follow the criteria below: 1) The task should be diverse and challenging, but not too hard.
It should be something that the player can accomplish in the next few steps.
2) You may sometimes need to repeat some tasks if you need to collect more resources to
complete more difficult tasks. Only repeat tasks if necessary.
3) The task should be related to the player’s current status, nearby blocks, and inventory.

You should only respond in the format described below: RESPONSE FORMAT:
Reasoning: Based on the information I listed above, do reasoning about what the next task
should be.
Task: The next task.

Here are some examples: {examples}
902
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H.3.2 Task planner903

Instruction: You are a helper agent in a new [counter-commonsense] 2D game, where some
mechanics are different from Minecraft. Based on your current inventory and observations,
you need to generate sequences of subgoals for a certain task. Please refer to the history
dialogue to give the plan consisting of templates. Do not explain or give any other instructions.

You must follow the criteria below:
1) You should only mine [stone, coal, iron, tree, diamond, water, lava, grass, sand, ripe-plant]
blocks.
2) You should only attack movable creatures.
3) You should only place [stone, table, furnace, sapling] blocks.
4) You should only craft [wood pickaxe, stone pickaxe, iron pickaxe, wood sword, stone
sword, iron sword] tools.
5) You should choose available subgoals to complete the task.
6) You are probably provided some past successful plans to refer to.
8) Not all creatures are friendly. When you are attacked, please attack back.
9) You should only perform the subgoals that are feasible based on the current inventory and
observations.
10) This is a 2D game, so when you encounter an obstacle, you should mine it or place a
block to build a "path" or make a detour.

Here are some subgoals for reference:
mine(block_name, amount) # mine a specified amount of blocks of the block_name.
attack(creature, amount) # attack the specified number of creatures that can move. Creatures
include zombies, skeletons, cows, etc.
sleep(); # put the player to sleep.
place(block_name); # place the block. Note that you do not need to craft tables and furnaces;
you can place them directly.
make(tool_name); # craft a tool.
explore(direction, steps); # the player explores in the specified direction for the given steps.

Here are some examples: {examples}
904

H.3.3 Explainer905

Instruction: You are a helpful assistant trying to play a new [counter-commonsense] 2D
game, where some mechanics are different from Minecraft. Here are some actions that the
agent fails to perform in the game. Please give an explanation of action execution failure
according to the current inventory information of the agent and history dialogue.

You must follow the criteria below: 1) You should only mine [stone, coal, iron, tree,
diamond, water, lava, grass, sand, ripe-plant] blocks.
2) You should only attack movable creatures.
3) You should only place [stone, table, furnace, sapling] blocks.
4) You should only craft [wood pickaxe, stone pickaxe, iron pickaxe, wood sword, stone
sword, iron sword] tools.
5) Not all creatures are friendly. When you are attacked, please attack back.
6) This is a 2D game, so when you encounter an obstacle, you should mine it or place a block
to build a "path" or make a detour.
7) In the new game, it is possible that some tasks or creatures are different from Minecraft.
For example, you may need some tools to mine a tree block. Thus, when you attempt to
accomplish a task multiple times but fail, please try to explore more counter-commonsense
knowledge.

Here are some examples: {examples}
906
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H.3.4 Replanner907

Instruction: Please fix the above errors and replan the task [{task}]
908

H.3.5 Controller909

Instruction: You are a helpful assistant trying to play a new [counter-commonsense] 2D
game, where some mechanics are different from Minecraft. Given the current observation and
the goal, you need to generate the action to complete the goal. You can only perform the
following actions:

Available actions are < move_left, move_right, move_up, move_down, do, sleep, place_stone,
place_table, place_furnace, place_plant, make_wood_pickaxe, make_stone_pickaxe,
make_iron_pickaxe, make_wood_sword, make_stone_sword, make_iron_sword >, where ’do’
means to interact with the block in front of the player, including mining the block, attacking
creatures, and drinking; "SUCCEED" means that the goal is achieved; "FAILED" means that
it is too hard to achieve the goal.

You should follow the criteria below:
1) When the desired item is not immediately visible, it is essential to explore the surroundings
to locate it. You can move strategically in the direction where the item is likely to be found.
2) Not all creatures are friendly. When you are attacked, please attack back.
3) When you need to craft tools with a table or furnace, if there is a table or furnace in view,
move your position to not more than 2 steps away from it.
4) When a table and furnace are needed simultaneously, place them together and place them
on proper terrain.
5) This is a 2D game, so when you encounter an obstacle, you should mine it or place a block
to build a "path" or find a detour.
6) When you mine a block, attack a creature, or drink, you must face the block.
7) If you move left, your x-coordinate will decrease by 1; if you move right, your x-coordinate
will increase by 1; if you move up, your y-coordinate will increase by 1; if you move down,
your y-coordinate will decrease by 1.

You should only respond in the format described below:
RESPONSE FORMAT:
Reasoning: Based on the information I listed above and history dialogue, do reasoning about
how to achieve the goal.
Action: The next action.
Here some examples: {examples}
subgoal: {subgoal}

910

H.4 Induction from Reflection911

Instruction: You are a helpful assistant with inductive reasoning. Given the history trajectory,
including actions and observations, you need to reflect on the action execution results and
determine the possible mechanism of the new game. The mechanism should be consistent
with the game rules and the player’s inventory information.

You should only respond in the format described below:
RESPONSE FORMAT:
Reasoning: Based on the information I listed above and history dialogue, do reasoning about
the mechanism of the new game.
Mechanism: The mechanism of the new game.

Here are some examples: {examples}
{history trajectory}

912
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I Configurations of seven worlds in Mars913

I.1 Terrain914

The world “Terrain” only changes the terrain distribution element.915

916
terrain_neighbour:917

coal: grass918

iron: sand919

diamond: stone920

lava: stone921

tree: path922

player: sand923

water: stone924925

I.2 Survival926

The world “Survival” only changes the survival setting.927

928
npc_objects:929

cow:930

eatable: false931

defeatable: true932

arrowable: true933

closable: false934

can_walk: true935

closable_health_damage_func: 0936

attackable: true937

eat_health_damage_func: 0938

inc_food_func: 0939

inc_thirst_func: 0940

arrow_damage_func: -1941

zombie:942

eatable: true943

defeatable: false944

arrowable: false945

closable: true946

can_walk: true947

closable_health_damage_func: 0948

attackable: true949

eat_health_damage_func: 1950

inc_food_func: 1951

inc_thirst_func: 1952

arrow_damage_func: 0953

skeleton:954

eatable: true955

defeatable: false956

arrowable: false957

closable: false958

can_walk: true959

closable_health_damage_func: 0960

attackable: false961

eat_health_damage_func: -1962

inc_food_func: -1963

inc_thirst_func: -1964

arrow_damage_func: 0965

plant:966

eatable: true967

defeatable: false968
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arrowable: false969

closable: false970

can_walk: true971

closable_health_damage_func: 0972

attackable: false973

eat_health_damage_func: 0974

inc_food_func: 1975

inc_thirst_func: 1976

arrow_damage_func: 0977

drink:978

water:979

inc_drink_func: 1980

inc_damage_func: -1981

inc_food_func: 0982

lava:983

inc_drink_func: -1984

inc_damage_func: -1985

inc_food_func: 1986987

I.3 Task. Dep988

The world “Task. Dep” only changes the task dependency element.989

990
ignitability:991

wood: true992

coal: true993

iron: false994

diamond: true995

stone: false996

collect:997

tree: {require: {iron_pickaxe: 1}, receive: {stone: 1}, leaves:998

{material: grass, object: null}}999

stone: {require: {}, receive: {diamond: 1}, leaves: {material:1000

grass, object: null}}1001

coal: {require: {wood_pickaxe: 1}, receive: {iron: 1}, leaves: {1002

material: path, object: null}}1003

iron: {require: {stone_pickaxe: 1}, receive: {sapling: {amount:1004

1, probability: 0.1}}, leaves: {material: path, object: null}}1005

diamond: {require: {}, receive: {coal: 1}, leaves: {material:1006

path, object: null}}1007

water: {require: {}, receive: {drink: 1}, leaves: {material:1008

water, object: {zombie: 0.1}}}1009

lava: {require: {}, receive: {drink: 1}, leaves: {material: lava1010

, object: null}}1011

grass: {require: {}, receive: {wood: 1}, leaves: {material:1012

grass, object: null}}1013

sand: {require: {}, receive: {}, leaves: {material: sand, object1014

: null}}1015

place:1016

stone: {uses: {stone: 1}, where: [grass, sand, path, water, lava1017

], type: material}1018

table: {uses: {diamond: 2}, where: [grass, sand, path], type:1019

material}1020

furnace: {uses: {iron: 4}, where: [grass, sand, path], type:1021

material}1022

plant: {uses: {sapling: 1}, where: [grass, sand, path, water,1023

lava, stone, coal, iron, diamond], type: object}1024

make:1025

wood_pickaxe: {uses: {wood: 1}, nearby: [table], gives: 1}1026
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stone_pickaxe: {uses: {wood: 1, stone: 1}, nearby: [table,1027

furnace], gives: 1}1028

iron_pickaxe: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table1029

], gives: 1}1030

wood_sword: {uses: {wood: 1}, nearby: [table], gives: 1}1031

stone_sword: {uses: {wood: 1, stone: 1}, nearby: [table, furnace1032

], gives: 1}1033

iron_sword: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table],1034

gives: 1}10351036

I.4 Terr. Surv.1037

The world “Terr. Surv.” involves changeing the terrain and survival setting.1038

1039
terrain_neighbour:1040

coal: water1041

iron: sand1042

diamond: stone1043

lava: grass1044

tree: path1045

player: path1046

water: sand1047

walkable_effect:1048

stone: {walkable: true, walk_health: 0, dieable: false}1049

diamond: {walkable: false, walk_health: 0, dieable: false}1050

coal: {walkable: true, walk_health: 0, dieable: true}1051

iron: {walkable: false, walk_health: 0, dieable: false}1052

water: {walkable: true, walk_health: 1, dieable: false}1053

lava: {walkable: false, walk_health: 0, dieable: false}1054

grass: {walkable: false, walk_health: 0, dieable: false}1055

path: {walkable: true, walk_health: 0, dieable: false}1056

sand: {walkable: true, walk_health: 1, dieable: false}1057

tree: {walkable: false, walk_health: 0, dieable: false}1058

npc_objects:1059

cow:1060

eatable: true1061

defeatable: false1062

attackable: true1063

arrowable: false1064

closable: false1065

can_walk: true1066

closable_health_damage_func: -11067

eat_health_damage_func: 01068

arrow_damage_func: 01069

inc_food_func: 01070

inc_thirst_func: 11071

zombie:1072

eatable: true1073

defeatable: false1074

attackable: true1075

arrowable: false1076

closable: false1077

can_walk: true1078

closable_health_damage_func: 11079

eat_health_damage_func: 01080

arrow_damage_func: 01081

inc_food_func: 11082

inc_thirst_func: 01083

skeleton:1084
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eatable: true1085

defeatable: false1086

attackable: true1087

arrowable: true1088

closable: true1089

can_walk: true1090

closable_health_damage_func: -11091

eat_health_damage_func: -11092

arrow_damage_func: 11093

inc_food_func: 01094

inc_thirst_func: 01095

plant:1096

eatable: false1097

defeatable: true1098

attackable: false1099

arrowable: true1100

closable: false1101

can_walk: false1102

closable_health_damage_func: -11103

eat_health_damage_func: 01104

arrow_damage_func: 01105

inc_food_func: 01106

inc_thirst_func: 01107

drink:1108

lava:1109

inc_drink_func: 11110

inc_damage_func: 11111

inc_food_func: -11112

water:1113

inc_drink_func: -11114

inc_damage_func: -11115

inc_food_func: 111161117

I.5 Terr. Task.1118

The world “Terr. Task.” involves changeing the terrain and task dependency.1119

1120
terrain_neighbour:1121

coal: path1122

iron: path1123

diamond: grass1124

lava: path1125

tree: stone1126

player: path1127

water: sand1128

walkable_effect:1129

stone: {walkable: true, walk_health: 0, dieable: false}1130

diamond: {walkable: false, walk_health: 0, dieable: false}1131

coal: {walkable: false, walk_health: 0, dieable: false}1132

iron: {walkable: true, walk_health: 1, dieable: false}1133

water: {walkable: true, walk_health: -1, dieable: false}1134

lava: {walkable: false, walk_health: 0, dieable: false}1135

grass: {walkable: true, walk_health: 1, dieable: false}1136

path: {walkable: true, walk_health: 0, dieable: false}1137

sand: {walkable: true, walk_health: 0, dieable: false}1138

tree: {walkable: false, walk_health: 0, dieable: false}1139

ignitability:1140

wood: false1141

coal: false1142
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iron: true1143

diamond: false1144

stone: true1145

collect:1146

tree: {require: {}, receive: {coal: 1}, leaves: {material: path,1147

object: null}}1148

stone: {require: {}, receive: {stone: {amount: 1, probability:1149

0.5}, wood: {amount: 1, probability: 0.5}}, leaves: {material:1150

diamond, object: null}}1151

coal: {require: {wood_pickaxe: 1}, receive: {coal: 1}, leaves: {1152

material: lava, object: null}}1153

iron: {require: {stone_pickaxe: 1}, receive: {iron: 1}, leaves:1154

{material: lava, object: null}}1155

diamond: {require: {stone_pickaxe: 1}, receive: {diamond: 1},1156

leaves: {material: water, object: null}}1157

water: {require: {}, receive: {drink: 1}, leaves: {material:1158

water, object: {skeleton: 0.1}}}1159

lava: {require: {sapling: 1}, receive: {drink: 1}, leaves: {1160

material: stone, object: {}}}1161

grass: {require: {wood_pickaxe: 1}, receive: {sapling: {amount:1162

1, probability: 0.1}}, leaves: {material: grass, object: null}}1163

sand: {require: {iron_pickaxe: 1}, receive: {coal: 1}, leaves: {1164

material: lava, object: None}}1165

place:1166

stone: {uses: {stone: 1}, where: [grass, sand, path, water, lava1167

], type: material}1168

table: {uses: {stone: 4}, where: [grass, sand, path], type:1169

material}1170

furnace: {uses: {coal: 4}, where: [grass, sand, path], type:1171

material}1172

plant: {uses: {sapling: 1}, where: [grass, sand, path, water,1173

lava, stone, coal, iron, diamond], type: object}1174

make:1175

wood_pickaxe: {uses: {wood: 1}, nearby: [table], gives: 1}1176

stone_pickaxe: {uses: {wood: 1, stone: 1}, nearby: [table,1177

furnace], gives: 1}1178

iron_pickaxe: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table1179

], gives: 1}1180

wood_sword: {uses: {wood: 1}, nearby: [table], gives: 1}1181

stone_sword: {uses: {wood: 1, stone: 1}, nearby: [table, furnace1182

], gives: 1}1183

iron_sword: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table],1184

gives: 1}11851186

I.6 Surv. Task1187

The world “Surv. Task.” involves changeing the survival setting and task dependency.1188

1189
npc_objects:1190

cow:1191

eatable: true1192

defeatable: false1193

arrowable: false1194

closable: true1195

can_walk: true1196

closable_health_damage_func: -11197

attackable: true1198

eat_health_damage_func: 11199

inc_food_func: 11200
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inc_thirst_func: 11201

arrow_damage_func: 01202

zombie:1203

eatable: false1204

defeatable: true1205

arrowable: false1206

closable: false1207

can_walk: true1208

closable_health_damage_func: -11209

attackable: true1210

eat_health_damage_func: 01211

inc_food_func: 01212

inc_thirst_func: 01213

arrow_damage_func: 01214

skeleton:1215

eatable: false1216

defeatable: true1217

arrowable: false1218

closable: true1219

can_walk: true1220

closable_health_damage_func: 01221

attackable: false1222

eat_health_damage_func: 01223

inc_food_func: 01224

inc_thirst_func: 01225

arrow_damage_func: 01226

plant:1227

eatable: true1228

defeatable: false1229

arrowable: true1230

closable: false1231

can_walk: true1232

closable_health_damage_func: 01233

attackable: false1234

eat_health_damage_func: 11235

inc_food_func: 11236

inc_thirst_func: -11237

arrow_damage_func: 11238

drink:1239

lava:1240

inc_drink_func: 11241

inc_damage_func: -11242

inc_food_func: 11243

water:1244

inc_drink_func: -11245

inc_damage_func: 11246

inc_food_func: 11247

ignitability:1248

wood: false1249

coal: true1250

iron: true1251

diamond: true1252

stone: false1253

collect:1254

tree: {require: {}, receive: {wood: {amount: 1, probability:1255

0.5}, diamond: {amount: 1, probability: 0.5}}, leaves: {material1256

: coal, object: null}}1257

stone: {require: {}, receive: {stone: 1}, leaves: {material:1258

path, object: null}}1259
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coal: {require: {}, receive: {coal: 1}, leaves: {material: water1260

, object: null}}1261

iron: {require: {stone_pickaxe: 1}, receive: {iron: 1}, leaves:1262

{material: water, object: null}}1263

diamond: {require: {iron_pickaxe: 1}, receive: {diamond: 1},1264

leaves: {material: diamond, object: null}}1265

water: {require: {sapling: 1}, receive: {drink: 1}, leaves: {1266

material: lava, object: {skeleton: 0.1}}}1267

lava: {require: {sapling: 1}, receive: {drink: 1}, leaves: {1268

material: water, object: {zombie: 0.1}}}1269

grass: {require: {wood_pickaxe: 1}, receive: {sapling: {amount:1270

1, probability: 0.1}}, leaves: {material: iron, object: null}}1271

sand: {require: {}, receive: {sapling: 1}, leaves: {material:1272

coal, object: {skeleton: 0.1}}}1273

place:1274

stone: {uses: {stone: 1}, where: [grass, sand, path, water, lava1275

], type: material}1276

table: {uses: {coal: 4}, where: [grass, sand, path], type:1277

material}1278

furnace: {uses: {stone: 4}, where: [grass, sand, path], type:1279

material}1280

plant: {uses: {sapling: 1}, where: [grass, sand, path, water,1281

lava, stone, coal, iron, diamond], type: object}1282

make:1283

wood_pickaxe: {uses: {wood: 1}, nearby: [table], gives: 1}1284

stone_pickaxe: {uses: {wood: 1, stone: 1}, nearby: [table],1285

gives: 1}1286

iron_pickaxe: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table1287

, furnace], gives: 1}1288

wood_sword: {uses: {wood: 1}, nearby: [table], gives: 1}1289

stone_sword: {uses: {wood: 1, stone: 1}, nearby: [table], gives:1290

1}1291

iron_sword: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table,1292

furnace], gives: 1}12931294

I.7 All. three (changed)1295

The world “All. three (changed)” involves changeing terrain, survival setting and task dependency.1296

1297
terrain_neighbour:1298

coal: stone1299

iron: path1300

diamond: sand1301

lava: grass1302

tree: grass1303

player: diamond1304

water: iron1305

walkable_effect:1306

stone: {walkable: true, walk_health: 0, dieable: false}1307

diamond: {walkable: true, walk_health: 0, dieable: false}1308

coal: {walkable: false, walk_health: 0, dieable: false}1309

iron: {walkable: true, walk_health: 0, dieable: false}1310

water: {walkable: true, walk_health: 0, dieable: true}1311

lava: {walkable: false, walk_health: 0, dieable: false}1312

grass: {walkable: true, walk_health: 0, dieable: false}1313

path: {walkable: false, walk_health: 0, dieable: false}1314

sand: {walkable: true, walk_health: -1, dieable: false}1315

tree: {walkable: false, walk_health: 0, dieable: false}1316

npc_objects:1317
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cow:1318

eatable: false1319

defeatable: true1320

attackable: false1321

arrowable: true1322

closable: false1323

can_walk: false1324

closable_health_damage_func: 01325

eat_health_damage_func: 01326

arrow_damage_func: -11327

inc_food_func: 01328

inc_thirst_func: 01329

zombie:1330

eatable: true1331

defeatable: false1332

attackable: true1333

arrowable: false1334

closable: false1335

can_walk: false1336

closable_health_damage_func: 11337

eat_health_damage_func: 01338

arrow_damage_func: 01339

inc_food_func: 11340

inc_thirst_func: -11341

skeleton:1342

eatable: false1343

defeatable: true1344

attackable: false1345

arrowable: false1346

closable: false1347

can_walk: false1348

closable_health_damage_func: 01349

eat_health_damage_func: 01350

arrow_damage_func: 01351

inc_food_func: 01352

inc_thirst_func: 01353

plant:1354

eatable: true1355

defeatable: false1356

attackable: true1357

arrowable: false1358

closable: false1359

can_walk: false1360

closable_health_damage_func: -11361

eat_health_damage_func: 11362

arrow_damage_func: 01363

inc_food_func: -11364

inc_thirst_func: 11365

drink:1366

lava:1367

inc_drink_func: 11368

inc_damage_func: 01369

inc_food_func: 11370

water:1371

inc_drink_func: 11372

inc_damage_func: 01373

inc_food_func: -11374

ignitability:1375

wood: true1376
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coal: false1377

iron: false1378

diamond: false1379

stone: true1380

collect:1381

tree: {require: {iron_pickaxe: 1}, receive: {iron: 1}, leaves: {1382

material: path, object: null}}1383

stone: {require: {}, receive: {wood: {amount: 1, probability:1384

0.5}, stone: {amount: 1, probability: 0.5}}, leaves: {material:1385

sand, object: null}}1386

coal: {require: {wood_pickaxe: 1}, receive: {coal: 1}, leaves: {1387

material: stone, object: null}}1388

iron: {require: {}, receive: {iron: 1}, leaves: {material: tree,1389

object: null}}1390

diamond: {require: {stone_pickaxe: 1}, receive: {diamond: 1},1391

leaves: {material: stone, object: null}}1392

water: {require: {sapling: 1}, receive: {drink: 1}, leaves: {1393

material: tree, object: {}}}1394

lava: {require: {}, receive: {drink: 1}, leaves: {material: lava1395

, object: {skeleton: 0.1}}}1396

grass: {require: {wood_pickaxe: 1}, receive: {sapling: {amount:1397

1, probability: 0.1}}, leaves: {material: stone, object: null}}1398

sand: {require: {wood_pickaxe: 1}, receive: {sapling: 1}, leaves1399

: {material: lava, object: {cow: 0.1}}}1400

place:1401

stone: {uses: {stone: 1}, where: [grass, sand, path, water, lava1402

], type: material}1403

table: {uses: {wood: 2}, where: [grass, sand, path], type:1404

material}1405

furnace: {uses: {iron: 4}, where: [grass, sand, path], type:1406

material}1407

plant: {uses: {sapling: 1}, where: [grass, sand, path, water,1408

lava, stone, coal, iron, diamond], type: object}1409

make:1410

wood_pickaxe: {uses: {wood: 1}, nearby: [table, furnace], gives:1411

1}1412

stone_pickaxe: {uses: {wood: 1, stone: 1}, nearby: [table],1413

gives: 1}1414

iron_pickaxe: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table1415

], gives: 1}1416

wood_sword: {uses: {wood: 1}, nearby: [table, furnace], gives:1417

1}1418

stone_sword: {uses: {wood: 1, stone: 1}, nearby: [table], gives:1419

1}1420

iron_sword: {uses: {wood: 1, coal: 1, iron: 1}, nearby: [table],1421

gives: 1}14221423
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