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The challenge of learning robust molecular representations that effectively generalize in real-world 
scenarios to novel compounds remains an elusive and unresolved task.

This work examines how atom-level pretraining with quantum mechanics (QM) data can mitigate 
violations of assumptions regarding the distributional similarity between training and test data and 
therefore improve performance and generalization in downstream tasks. 

Results

Distribution of first 20 features from the first layer of the Graphormer 
network for three different training approaches —scratch, HOMO-LUMO 
pretrained and atom-level pretrained— across test split of lipophilicity 
dataset.
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In Table 1, we present the outcomes from benchmarking three distinct training approaches:scratch, 
molecule-level QM pretrained, and atom-level QM pretrainedwith all properties for 5 different seeds, 
as described in the guidelines provided by the TDC dataset. We have excluded the results for atom-
level pretraining on individual QM properties from this table. These results show that atom-level 
pretraining notably enhances model performance compared to training from scratch for 21 of the 22 
datasets.

In this study, we have demonstrated that pretraining of graph-based neural networks with atom-level quantum mechanics 
(QM) data significantly enhances performance on downstream tasks related to ADMET properties within the TDC dataset, 
as illustrated in Table 1. 

• We showed the change in the distributions of activations of the internal model’s features due to specific pretraining. 
After atom-level pretraining with QM data, these distributions become more Gaussian-like, which is known to be 
conducive to better learning dynamics and thus improved performance (Figure 1). 

• Moreover, our findings indicate that pretrained models exhibit smaller distribution shifts from training to testing 
datasets, further supporting the efficacy of QM data pretraining in enhancing model robustness (Figure 2). 

To our knowledge, this is the first study that elucidates how atom-level pretraining can optimize molecular 
representations by analyzing the model's internal representation and robustness to distribution shifts.   

Distribution of Activations for first 20 features 
(out of 256, first model layer)

Figure 1

Figure 2

Table 1

Performance on the TDC benchmark
(https://tdcommons.ai/ )
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