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A Dataset Detail1

A.1 Synthetic Data2

We build synthetic dataset using high-quality household models from GoogleScanned dataset[1]3

with two typical settings: a) Shelf and b) Tabletop.4

Shelf environment In the context of shelf environments or other bin-based object arrangements,5

the objects are akin to books and are constrained to be oriented such that their shortest dimension is6

facing outward. This orientation scheme ensures that each object is guaranteed to have at least one7

visible face, but also leads to significant occlusion among objects. The camera is positioned at the8

front side of the bin to capture images of the scene, subject to random perturbations in the location9

in order to inject noise into the data.10

Given that each bin contains a maximum of 3 to 5 objects, segmentation and tracking tasks become11

trivial if the scene contains fewer than 3 objects. To address this issue, image frames are only12

generated when the bin is nearly full.13

We leverage approximately 900 objects sourced from the Google Scanned dataset, resulting in a14

training set of approximately 9000 image pairs. The remaining 100 objects are used to generate15

approximately 1000 image pairs for the test set.16

Each image pair may exhibit the introduction of a new object, in addition to existing objects under-17

going a flipping operation or relocation with a certain probability.18

Tabletop environments Generating datasets of objects placed on table poses requires different19

settings, given the absence of walls and typically larger surface area, as compared to bin-based object20

arrangements. As a result, we adopt an alternative strategy for dataset generation. Specifically, each21

sequence consists of 15 images, with the first 10 images incrementally introducing new objects while22

shuffling existing objects between frames. No new objects are added in the final 5 frames, though the23

shuffling of existing objects persists. It is worth noting that due to the random placement of objects24

on the table, instances of full occlusion may occur in certain frames and subsequently reappear in25

subsequent frames.26

To construct our training and testing datasets, we utilize 900 objects sourced from the Google27

Scanned dataset, producing 2000 sequences for the training set, with the remaining 100 objects28

utilized to generate 500 sequences for the test set.29

A.2 Real Data30

Similar to the synthetic evaluation we split the evaluation into shelf and tabletop environments as31

these are the most common scenarios encountered in the real world. To evaluate our scenario on32
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Figure 1: Some objects used during the evaluation. Objects vary greatly in shape and with different
physical properties, some of them being partially transparent or wrapped in a bag.

challenging real-world scenarios we need a large variety of objects. Figure 1 depicts some of the33

objects used during the real-world evaluation for the tabletop scenarios. For the former category,34

shelf environments, we utilize an Azure Kinect RGB-D sensor. For the latter category, tabletop35

environments, we utilize an Intel Realsense D455 camera. Camera distance ranges from 1 to 1.536

meters. Each time an object is placed on the table or in a new bin a new image is captured. Objects37

can be rearranged to maximize space utilization as they are placed in the scene. After all the objects38

are placed in the scene we also displace the objects for a more refined evaluation. Camera images39

are manually labeled using the interactive segmentation of the object tracking framework XMem40

[2]. We collected and annotated more than 280 images with more than 150 different objects for the41

tabletop scenario and 220 images for the shelf scenario.42

B Training and Inference Details43

B.1 Loss44

We keep the loss function that Mask2Former used for classification and mask prediction, which45

means binary cross entropy and dice loss for mask prediction, and softmax cross entropy loss for46

classification.47

For object embedding head, we also used two losses: contrastive loss and softmax loss (or, say n-pair48

loss and InfoNCE loss).49

Contrastive Loss We use contrastive loss modified from DCN[3] with hard-negative scaling from50

[4].51
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Here Q denotes all object tokens from images, and qoit denotes the object tokens assigned to object53

oi in frame t. M is the margin parameter used to ensure that non-matched pairs have a distance of54

at least M apart. The distance function D used in this approach is the cosine distance function, as55

in UCN [5] defined as:56

D(qi, qj) =
1

2
(1− ri · rj) (5)

Here, ri = f(qi)
|f(qi)| is the object embedding of object token i, which is computed by first forwarding57

the query to a linear layer f and then normalizing it to a unit vector. To expedite the training process,58
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Figure 2: illustrates the tracking loss. In this example, three frames are sampled from a sequence,
denoted with different border colors. Object tokens that match the objects in the images are rep-
resented by a blue square, an orange triangle, and a red circle. The hexagon denotes background
object tokens that do not match to any objects. (a) the contrastive loss is computed between all
frames, where matched pairs (dark gray) apply loss using Equation 1, non-matched pairs (white)
apply loss using Equation 2, and ignored pairs (light gray) do not contribute to the loss. (b) the
n-pair/InfoNCE loss is computed over all positive queries and queries from each frame. Equivalent
to using a softmax cross-entropy while setting the label of the index of queries assigned to the same
object.

we selectively incorporate a subset of negative queries to contribute to the contrastive loss, thereby59

enhancing its efficiency.60

An illustration of the contrastive loss can be found in Figure 2. Assuming that three frames are61

sampled from a sequence during training, the contrastive loss will be computed between all frames.62

In the figure, matched pairs are denoted by dark gray and will apply loss according to Equation 1,63

while non-matched pairs are denoted by light gray and will apply loss according to Equation 2.64

Softmax Loss We also modified the N-pair/InfoNCE loss used in CLIP[6].65
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Where Q+ denotes all positive queries, O(t) denotes all objects in frame t, and Qt denotes all66

queries in frame t. This can also be understood as illustrated in Fig. 2-b, where the label of each row67

corresponds to the index of the query assigned to the same object. If there are n identical objects68

in the same frame, the softmax loss should be extended by copying all the queries in this frame n69

times, each time keeping only one query for that object. This allows queries containing the same70

object to be converted into multiple query sets, each one consisting of only the target object.71

Thus the final tracking loss can be represented as72

Ltrack = λcontraLcontra + λsoftmaxLsoftmax (8)

B.2 Associator73

An example of code demonstrating how to associate object tokens from a new frame to the trajectory74

bank built in previous frames. In implementation, we set σscore = 0.6 and σmatch = 0.2 (similarity75

ranged in [−1, 1]).76

77
def associate_one_frame(traj_bank, object_tokens_cur_frame, delta_score,78

delta_track):79

object_tokens = [x for x in queries_this_frame if x[’score’]>80

delta_score]81

num_trackers = len(traj_bank)82
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Nq = len(object_tokens)83

similarity = torch.ones(num_trackers+Nq, num_pred)*delta_track84

85

# Extract object embedding from current frame’s object tokens86

obj_embed = torch.stack([x[’obj_embed’] for x in object_tokens])87

88

# Compute similarity between object embedding of trajectory and89

current frame’s object tokens90

for traj_idx, traj in enumerate(traj_bank):91

traj_obj_embed = torch.stack([x[’obj_embed’] for x in traj])92

sim = traj_obj_embed @ obj_embed93

similarity[traj_idx] = sim.max(dim=0)[0]94

95

# Perform Hungarian matching to find bipartite matching which have96

hightest similarity97

traj_indices, obj_token_indices = hungarian_matching(-similarity)98

99

# Update tracker100

for traj_idx, token_idx in zip(traj_indices, obj_token_indices):101

if traj_idx > num_trackers:102

# if it is not matched with any existing trajectory103

traj_bank.append([object_tokens[token_idx]])104

else:105

traj_bank[traj_idx].append(object_tokens[token_idx])106

return traj_bank107108

B.3 Training Details109

We set the maximum number of iterations to 16k, using an initial learning rate of 1e-5, which was110

then dropped by 0.1 after 14k iterations. The number of classes is all set to 1 as we are aiming to111

handle unseen objects. For the shelf dataset, we trained our network with a batch size of 32 and112

leveraged 2 frames from each sequence, while for the table dataset, we set the batch size to 8 and113

randomly selected 4 frames from each sequence. To enhance the diversity of our dataset, we applied114

random color jittering and rotation to the input before feeding it to the network. The training process115

was executed on a single NVIDIA A-40 GPU and took approximately 13 hours.116

During the training phase, we excluded the initial predicted object embedding, which was directly117

generated from the query feature. Additionally, when handling negative queries, we adopted a more118

selective approach by only considering queries whose IoU with any ground truth was lower than 0.6,119

rather than regarding all unmatched queries as negatives. This was motivated by the lack of clarity120

regarding which patches truly represent objects in unseen object settings, in contrast to close-set121

settings. More details can be found in the supplementary material.122

Results can be shown in ??. The experiments is conducted in the tabletop environment with same123

setting as in ??. From ?? we can get following conclusions: 1) from image AP result on synthetic124

validation set and real test set, MinVIS shows better performance than Mask2Former Video and125

VITA, implying that the paradigm in Mask2Former Video and VITA that uses one object token to126

predict object masks in the whole sequence has worse performance than use individual object tokens127

for each frames. This can be understand as in discrete frames, with large movment and appearance128

changing between frames, it is challenging for a object tokens handle it; 2) from results129

C Failure Case130

As illustrated in Figure 5, the reasons for our method’s occasional failure can be classified into two131

categories: fail to segment and fail to track.132

Fail to segment Although the network produces accurate segment predictions in some frames, it133

may still encounter over-segmentation or under-segmentation issues. This implies that communica-134
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Figure 3: Result from different methods on the tabletop dataset. Methods ordered from top to
bottom: MinVIS, Mask2Former-Video, VITA, and Ours (STOW)

tion between frames is not yet optimal, and there is room for improvement in leveraging information135

from adjacent frames to enhance segmentation performance.136

Fail to track The network may also struggle with tracking when two objects have similar ap-137

pearances, leading to false positive matches. The bottom-left example in Figure 5 demonstrates a138

case where objects with indices 3 and 5 are mistakenly switched. Furthermore, when the same ob-139

ject undergoes significant appearance changes (e.g., flipping), it may result in false negatives. The140

bottom-right example in Figure 5 shows a case where the network fails to recognize that object 1 in141

the first image is actually the same as object 5 in the second image.142
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Figure 4: Result from different methods on the bin dataset. Methods ordered from top to bottom:
MinVIS, Mask2Former-Video, VITA, and Ours (STOW)

Figure 5: Failure cases on the tabletop dataset. Top left: under segmentation. Top right: over-
segmentation. Bottom left: false positive (object mismatch). Bottom right: false negative (treat an
existing object as new object)
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