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1. Implementation Details
The presented method is implemented using PyTorch framework [5]1 and to optimise the network using Adam optimiser [1]
with following hyper parameters: batch size = 32, λ1 = 0.01, λ2 = 1, λ3 = 0.001, learning rate = 0.00001 and default beta
values. To obtain the final FG-BG mask, we set a threshold for activation values that are greater than 0.5 and consider them
as the foreground. The model is trained for 100 epochs on CUB and Oxford-102 datasets (takes a day in 2 NVIDIA 1080Ti
GPUs).

2. Architecture Details
In this section, a more detailed description of the internal architecture of our proposed network is provided. The model has
been implemented using the Pytorch [5] framework. The network utilised is based on a single Encoder-Decoder design,
similar to UNet, with the encoder and decoder sharing features to retain the overall spatial structure of the images. The
network is a simple reconstruction model trained at a resolution of 128 × 128. Overall network architecture details are
described in Table 1.

3× 3 Convolution −→ 64× 128× 128

Downsampling Block −→ 128× 64× 64

Downsampling Block −→ 256× 32× 32

Downsampling Block −→ 512× 16× 16
Downsampling Block −→ 1024× 8× 8

ResBlock −→ 1024× 8× 8

Upsampling Block −→ 512× 16× 16

Upsampling Block −→ 256× 32× 32

Upsampling Block −→ 128× 64× 64

Upsampling Block −→ 64× 128× 128

3× 3 Convolution −→ 3× 128× 128

Table 1. UNet type architecture with shared weights between multiple features to extract attention maps. Feature sharing between Down-
Block and UpBlock for preserving spatial features of the images.

The proposed DownBlocks are made up of two convolutional blocks, each consisting of a Convolutional Layer with
Instance Normalisation, followed by a SiLU activation function. We repeat this process, passing features through the down-

1The code will be released in GitHub upon acceptance.
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sampling blocks, until the spatial resolution of the features reduces to 8 × 8. We then use a set of upsampling blocks and
a linear convolutional layer to project these low-resolution features back into the image space. Within each UpBlock, fea-
ture sharing between the encoder and decoder is implemented to preserve the structural information of the image at higher
resolutions.

Each UpBlock comprises of a Bilinear Upsampling followed by a dual-branch mask prediction and two conditional convo-
lutional blocks. Each Conditional Convolutional block consists of a Convolutional Layer, proposed Spatial AdaIN that uses
predicted semantic maps, along with conditional embeddings, and a SiLU activation function. The activation maps generated
from the mask prediction layer in the final UpBlock are used to produce FG-BG masks. For extracting the FG-BG mask, we
threshold the activation maps with values greater than 0.5 to be foreground.

3. More Qualitative Results
To further validate the easy scalability of our approach, we have trained the proposed model, as shown in Table 1, on MS-
COCO [2] and on CUHK-PEDES [7] with no modifications. MS-COCO dataset is a multi-object dataset; and each image
consists of 5 captions. CUHK-PEDES dataset consists of images of humans trained for the Person Reidentification task.
Each image consists of a single human and has two captions associated with it. We illustrate additional qualitative results of
our model on CUB [6] dataset in Figure 1, on Oxford-102 [4] dataset in Figure 2, on MSCOC dataset in Figure 8, and on
CUHK-PEDES dataset in Figure 9.
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Figure 1. Foreground-Background Mask generated using our approach on CUB dataset [6].
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Figure 2. Foreground-Background Mask generated using our approach on Oxford-102 dataset [4].
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Figure 3. Impact of Spatial and Contextual branches on attention maps in dual branch mask predictor used. Spatial branch captures texture
and shapes better than those captured by contextual branch, but fails to capture the overall object. Combining both these branches results
in superior quality masks.
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Figure 4. Foreground-Background (FG-BG) masks are generated using various employed losses. When using only Reconstruction Loss
(RL), the resulting images are sharp, but the attention maps lack focus on the intended object of interest. On the other hand, applying
Conditioning Loss (CL) directs the attention maps towards the object of interest. This loss amplifies the mutual information between the
text and image. Combining both losses achieves a right balance, yielding sharp attention maps that are correctly focused on the intended
object.
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Figure 5. Foreground-Background (FG-BG) masks are generated using self-distillation on the masks. Mask Loss (ML) applied using
masks from teacher network and impact on the visual quality of the mask generated when Random Augmentation (RA) is applied on the
images provided to student network.
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Figure 6. On observing the outputs produced by our network, the impact of different image distortion approaches on generating inputs is
evident. These outputs are obtained from inputs distorted using Gaussian Noise and Salt and Pepper techniques.
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Figure 7. On observing the outputs produced by our network, the impact of different image distortion approaches on generating inputs is
evident. These outputs are obtained from inputs distorted using Colour Jitter and our proposed Diffusion based techniques.
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Figure 8. Foreground-Background Mask generated using our approach on COCO dataset [3].



Im
ag
e

Fo
re
gr
ou

nd
B
ac
kg
ro
un

d
Im
ag
e

Fo
re
gr
ou

nd
B
ac
kg
ro
un

d

Figure 9. Foreground-Background Mask generated using our approach on CUHK-PEDES dataset [7].
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