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A ADDITIONAL RESULTS

A.1 DIALOGUE MANAGEMENT RESULTS ON CORNELL MOVIE CORPUS

Method Diversity Dist-1 Dist-2 Dist-3 Perplexity
MoE-1 0.071 ± 0.05 0.23 0.55 0.62 69.14 ± 37.43
MoE-2 0.12 ± 0.04 0.31 0.60 0.79 43.87 ± 28.81

MoE-3 0.11 ± 0.06 0.25 0.67 0.70 65.55 ± 46.64
MoE-4 0.17 ± 0.04 0.36 0.73 0.81 48.12 ± 39.21
Trans. 0.060 ± 0.05 0.27 0.50 0.66 71.33 ± 40.14

VHRED 0.091 ± 0.03 0.26 0.49 0.61 122.48 ± 55.13

Table 6: Accuracy (Perplexity) and Diversity of
Language Primitive Experts Trained with Cornell.

Method User Tot. Sent. User Sent. Trans. Perplexity
MoE-2 IQL 1.455 ± 0.23 0.80 ± 0.28 44.66 ± 28.28

MoE-2 Ens-Q 0.34 ± 0.25 0.18 ± 0.26 42.05 ± 26.79

MoE-2 KLC 0.267 ± 0.36 0.15± 0.28 48.88 ± 10.47
VHRL 0.343 ± 0.27 0.13 ± 0.19 56.51 ± 29.64

VHRL-KLC 0.521 ± 0.31 0.52 ± 0.24 68.53 ± 37.92
VHRL-SAC 0.28 ± 0.33 0.15± 0.28 60.11 ± 40.67

Table 7: Quality of MBRL-based DM Trained with
Cornell Dataset.

Method Question Exploration Positive Sent. Negative Sent. Sent. Coherence Joy Optimism Anger Sadness
MoE-1 1.27 ± 0.33 0.30 ± 0.20 1.28 ± 0.51 1.21 ± 0.80 0.75 ± 0.49 1.99 ± 0.51 -0.05 ± 0.94 2.03 ± 0.67 3.20 ± 0.68
MoE-2 1.58 ± 0.39 0.33 ± 0.17 3.55 ± 0.99 1.90 ± 0.5 0.69 ± 0.40 2.44 ± 0.71 2.11 ± 0.99 2.71 ± 0.69 3.45 ± 0.83
MoE-3 1.05 ± 0.50 0.21 ± 0.25 0.30 ± 0.39 1.50 ± 0.61 0.71 ± 0.29 0.73 ± 0.62 0.20 ± 0.60 0.48 ± 0.25 2.17 ± 0.74
MoE-4 1.51 ± 0.28 0.27 ± 0.41 1.02 ± 0.99 2.25 ± 0.80 0.76 ± 0.41 0.99 ± 0.74 0.62 ± 0.47 2.69 ± 0.65 3.50 ± 0.91

WD 0.84 ± 0.83 0.20 ± 0.19 -0.51 ± 0.25 0.57 ± 0.88 0.80 ± 0.18 -0.12 ± 0.75 -1.63 ± 0.42 0.78 ± 0.53 1.19 ± 0.51
PPLM 0.44 ± 0.26 0.29 ± 0.20 -0.26 ± 0.83 0.42 ± 1.03 0.65 ± 0.32 -0.75 ± 0.71 -0.52 ± 0.49 0.61 ± 0.27 1.02 ± 0.77

Trans. RL* 2.20 ± 0.32 0.44 ± 0.26 3.58 ± 0.73 2.98 ± 0.79 0.82 ± 0.30 3.06 ± 0.91 1.64 ± 0.41 3.22 ± 0.88 3.98 ± 0.84

Table 8: Quality of Each Expert PPLM Trained on Cornell Dataset w.r.t. Its Trained Label.

A.2 OFFLINE RL DIALOGUE MANAGEMENT RESULTS ON REDDIT CASUAL AND CORNELL

Method User Tot. Sent. User Sent. Trans. Perplexity
MoE-4 IQL 0.904 ± 0.58 0.68 ± 0.37 39.89 ± 27.34

MoE-4 Ens-Q 0.183 ± 0.5 0.14 ± 0.30 41.10 ± 29.91
MoE-4 KLC 0.273 ± 0.37 0.19 ± 0.29 32.21 ± 18.65

VHRL 0.4055 ± 0.43 0.25 ± 0.32 35.89 ± 18.51
VHRL-KLC 0.198 ± 0.37 0.14 ± 0.19 43.45 ± 29.13
VHRL-SAC 0.132 ± 0.43 0.07 ± 0.14 41.17 ± 26.42

Table 9: Quality of Offline RL-based DM Trained
with Reddit Casual Dataset.

Method User Tot. Sent. User Sent. Trans. Perplexity
MoE-2 IQL -1.298 ± 0.24 -0.10 ± 0.25 40.17 ± 29.47

MoE-2 Ens-Q -1.557 ± 0.27 -0.18 ± 0.22 36.21 ± 20.82
MoE-2 KLC -1.255 ± 0.23 -0.12 ± 0.24 33.17 ± 25.14

VHRL -1.319 ± 0.32 -0.11 ± 0.20 44.82 ± 32.11
VHRL-KLC -1.545 ± 0.28 -0.04 ± 0.16 57.26 ± 35.361
VHRL-SAC -1.482 ± 0.33 -0.09 ± 0.15 65.41 ± 43.25

Table 10: Quality of Offline RL-based DM Trained with
Cornell Dataset.
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A.3 SAMPLE UTTERANCES FOR EXP 1

A.3.1 REDDIT CASUAL

1. Input Conversation: (...) i mean , i have n’t changed or done anything drastically different
, but things have been good .

• MoE-1 R1: but my outlook on life is n’t meh .
• MoE-1 R2: but my outlook on life is subjective .
• MoE-1 R3: but my outlook on life is still meh .
• MoE-1 R4: but my view on life is still meh ?
• MoE-1 R5: but my outlook on life is n’t meh ?

• MoE-2 R1: i love the good things that i ’m starting too.
• MoE-2 R2: i do love your life , because mine ’s nothing .
• MoE-2 R3: no , i ’m not too busy in life
• MoE-2 R4: good for you , i ’m working on it .
• MoE-2 R5: but my life is boring and boring .

• MoE-3 R1: but my outlook on life is still sad .
• MoE-3 R2: but my outlook on life is the same .
• MoE-3 R3: but my outlook on life is my same !
• MoE-3 R4: but my outlook on life is not good .
• MoE-3 R5: but my outlook on life is my friend .

• MoE-4 R1: i ’m in my early 20 ’s , i do n’t know what to do
• MoE-4 R2: i ’m so happy for you .
• MoE-4 R3: for me , it ’s tough to go through life with pain .
• MoE-4 R4: i used to think that you ’d enjoy that much more than most people .
• MoE-4 R5: can you describe what happened ?

2. Input Conversation: (...) but my outlook on life is still meh
• MoE-1 R1: no need for drastically change, just take it slow for a break ?
• MoE-1 R2: no need to slow down, just take it a long day ?
• MoE-1 R3: no need to slow down , just take a step too long .
• MoE-1 R4: no need a blanket , just take it off .
• MoE-1 R5: no need for a breath , just take it a bit of time

• MoE-2 R1: being a good person is n’t a bad thing
• MoE-2 R2: i ’m in a similar situation for it .
• MoE-2 R3: take a break , try to find something else .
• MoE-2 R4: oh yeah , life ’s pretty good for me .
• MoE-2 R5: like you ’re in a bad place for a few years ?

• MoE-3 R1: no need for drastic changes , just make it super busy
• MoE-3 R2: no need for drastic changes , just do it extra time
• MoE-3 R3: no need for unnecessary stress , just move the next direction
• MoE-3 R4: no change for unnecessary things , just move on .
• MoE-3 R5: no need for unnecessary consumption , just take with the move

• MoE-4 R1: it seems like a great time to just go outside and play a few songs , i ’m
always glad to hear that you have a good friend

• MoE-4 R2: i know life ’s not perfect , it can be difficult at times !
• MoE-4 R3: end complaining all the time and just consider your life a failure .
• MoE-4 R4: you ’d be surprised at how nice life can go !
• MoE-4 R5: i mean some sort of hobby can definitely help out .
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3. Input Conversation: (...) no need for drastically difference , just take it slow .
• MoE-1 R1: and it ’s nice to hear someone else ’s good , but it ’s all about my life .
• MoE-1 R2: and it ’s nice to hear , when you have new seasons of american world is

just a nature in canada .
• MoE-1 R3: and it ’s nice to hear why you ’ve been doing it , but my friend is still in it

...
• MoE-1 R4: and it ’s very good to hear why you ’ve been good with my wife , a lot of

things that ’s happening in the same way .
• MoE-1 R5: and it ’s nice to hear things have been good , my view of life changes with

time and mood

• MoE-2 R1: i find it hard to get out of this world , but there is also a good way to find a
positive way of life .,

• MoE-2 R2: you seem to be in the same situation , but it is a good way to do it for a lot
of things in life

• MoE-2 R3: my life is n’t bad , i ’m in a very long time and i m pretty happy about it .
• MoE-2 R4: i just wanted to see what ’s happening in my life and i m not sure what to

do .
• MoE-2 R5: at this point i ’m pretty sure the most part of my life is pretty normal , but

it s a lot of positive .

• MoE-3 R1: and it ’s nice to hear that things have been good for you that your view life
is a lot like mine .

• MoE-3 R2: and it ’s nice to hear that things have been good for you so my perspective
of life is too much and so i think that ’s a pass

• MoE-3 R3: and it ’s nice to hear that things have been good for you in my view of life
, like a lot of people are trying to have

• MoE-3 R4: and it ’s nice to hear that things have been good for you , my view my life
is awful that , but i feel like this is a lot better

• MoE-3 R5: and it ’s nice to hear that things have been good for you in the future of
your life , so maybe you ’re looking forward to it

• MoE-4 R1: i ’ve been trying to learn things about myself .
• MoE-4 R2: that ’s like i would be at this stage of life .
• MoE-4 R3: you will need to enjoy life for yourself .
• MoE-4 R4: for me it ’s like i do n’t have the time .
• MoE-4 R5: but like you said , you ’ve been trying to get your life together and learn to

be a normal person to love yourself .

4. Input Conversation: (...) and it ’s nice to hear that things have been good for you d my
view of life is meh too , it changes depending on time and mood

• MoE-1 R1: and i do n’t know why i say this , this is not a relevant post , but i can
really say the same things .

• MoE-1 R2: and i do n’t know why i say this , this is not even relevant , but any things
will be good .

• MoE-1 R3: and i do n’t know why i say this , this is not even a relevant topic , i do n’t
remember the same things i said

• MoE-1 R4: and i do n’t know why i say this , this is n’t even relevant , but definitely i
enjoy the same things

• MoE-1 R5: and i do n’t know why i say this , this is not a relevant topic , but i think
there ’s actually a bunch of things to do

• MoE-2 R1: i think i ’m just trying to be a good person , but i m not sure what it is like
in my life .

• MoE-2 R2: for me it ’s my life i feel like it s the same way of being around the world
and i m pretty sure it s not a lot
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• MoE-2 R3: to be honest , i ’m not sure what the most beautiful things are like in the
world

• MoE-2 R4: i feel like you ’re going to be a good person , but i ’m not a very happy
about the world of things you are around

• MoE-2 R5: i just want to be in a way to see my life and i m not really sure how much
of other things i like

• MoE-3 R1: and i do n’t know why i say this , this is not really relevant , but i do wish
you the best .

• MoE-3 R2: and i do n’t know why i say this , this is not really relevant , but i can count
the experience

• MoE-3 R3: and i do n’t know why i say this , this is not even relevant , but now i feel
like it ’s the kind of boring ...

• MoE-3 R4: and i do n’t know why i say this , this is not even relevant , but i like
watching ultra match in my room .

• MoE-3 R5: and i do n’t know why i say this , this is not even relevant , but i do feel
like you ’re welcome here .

• MoE-4 R1: i hope things get better for you soon
• MoE-4 R2: i think it ’s fine , i enjoy life and could be a little happier every day
• MoE-4 R3: i like it d be a good time to think about the things that you don t need to

do .
• MoE-4 R4: but let ’s forget on those things that make you miserable and trying to

focus on the basics .
• MoE-4 R5: i know it ’s not perfect , but enjoy the things you have .

5. Input Conversation: (...) and i do n’t know why i say this , this is not even relevant , but
remember rule 32 enjoy the little things

• MoE-1 R1: i ’m trying to enjoy the little things like walking down the street , or
playing random games .

• MoE-1 R2: i ’m just trying to enjoy the little things like sports , like small talk , or
random ones , or even give up

• MoE-1 R3: i ’m just trying to enjoy the little things like walking down the street with
the same interactions or drinking

• MoE-1 R4: i ’m trying to enjoy the little things like going down the beach with the
same thing , or a nice spot

• MoE-1 R5: i ’m trying to enjoy the little things like walking down the beach ,
watching the weird movies , listen to random music

• MoE-2 R1: this is a good time , i ’m just looking for a place to go and i ’ve always
wanted to go to the store

• MoE-2 R2: my favorite thing is that i ’m just looking for a good thing to do , but i ’m
always looking forward to the people i ’ve been

• MoE-2 R3: i might be in the same boat , but i ’m a little scared to know what is a
really good thing to look at the moment

• MoE-2 R4: i ’ve been trying to find out what i want to do , but i ’m not really sure
• MoE-2 R5: i know it ’s a good thing , but i ’m always in the same boat as i ’ve been in

a long run

• MoE-3 R1: yeah haha , i ’m definitely trying to enjoy the little things like walking
down the street , or just have a hot cup of tea

• MoE-3 R2: yeah haha , i ’m definitely trying to enjoy the little things like walking
down the street or seeing what is in my neighborhood

• MoE-3 R3: yes , i m definitely trying to enjoy the little things like walking down stairs
, but i can t figure out what to see

• MoE-3 R4: yeah dude , i m definitely trying to enjoy the little things like walking
down the street with a huge fan of these kids
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• MoE-3 R5: yeah man , i ’m definitely trying to enjoy the little things like from
walking up the street or to my little kid ’s house

• MoE-4 R1: that ’s what i ’m really trying to do and enjoy the moment .
• MoE-4 R2: i ’ve always been like that , i ’ve been really chill at least trying to enjoy

my life
• MoE-4 R3: i ’m trying to get a good life and have a good time , i ’m not sure what to

do in my free time
• MoE-4 R4: and i ’ve definitely learned a lot of things to do
• MoE-4 R5: i d say that it has been given me both the time and pleasure, but i m still

an introvert with few hobbies

A.3.2 CORNELL MOVIE CORPUS

1. Input Conversation: (...) excuse me
• MoE-1 R1: i do n’t know .
• MoE-1 R2: i do n’t know .
• MoE-1 R3: yes .
• MoE-1 R4: what do you mean ?
• MoE-1 R5: i ’m sorry .

• MoE-2 R1: i ’ll give you a few minutes .
• MoE-2 R2: i do n’t want to talk about it .
• MoE-2 R3: may i come in ?
• MoE-2 R4: where is this , mr. kessler ?
• MoE-2 R5: what do you think ?

• MoE-3 R1: what ’s it ? are you alright ?
• MoE-3 R2: you want me to read ?
• MoE-3 R3: i do n’t know .
• MoE-3 R4: i ’ll just have to kill you .
• MoE-3 R5: you ca n’t say it ’s over .

• MoE-4 R1: well if you hang up , you ’ll die on it .
• MoE-4 R2: superman ? oh , was he here ?
• MoE-4 R3: well , you know , that ’s a lie , i do n’t have your money .
• MoE-4 R4: are you the killer ben ?
• MoE-4 R5: there ’s nothing to be wrong with that .

2. Input Conversation: (...) yes ?
• MoE-1 R1: what do you mean ?
• MoE-1 R2: i ’m not sure .
• MoE-1 R3: what ’s the matter ?
• MoE-1 R4: i do n’t know .
• MoE-1 R5: no .

• MoE-2 R1: what did you say ?
• MoE-2 R2: he says that you ’re not a good man .
• MoE-2 R3: i ’ll tell you what i ’ll do . i ’ll be right back .
• MoE-2 R4: do you want to go to the police ?
• MoE-2 R5: are you still in love with him ?

• MoE-3 R1: sam , i ’m getting married .
• MoE-3 R2: johnny . it was announced this morning . he ’s going to play the lead in

the new film .
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• MoE-3 R3: i ’m sorry , mister mcmurphy , i count only eight .
• MoE-3 R4: i said i was n’t looking for him . will you excuse my miss ... ?
• MoE-3 R5: pay ! in and i say !

• MoE-4 R1: i would like to marry you . but i have already promised myself ... to god .
• MoE-4 R2: do you know where he ’s living ?
• MoE-4 R3: i know you ’re soft .
• MoE-4 R4: it ’s susan ’s cooking , claire . why uncle james lets them stay ?
• MoE-4 R5: i do n’t want to be any trouble .

3. Input Conversation: (...) can i ask my friend , can he come in ? just for a few minutes ?
• MoE-1 R1: i ’m not sure .
• MoE-1 R2: i do n’t know
• MoE-1 R3: he ’s not a man , is n’t he ?
• MoE-1 R4: no, i ’m sorry .
• MoE-1 R5: what do you mean ?

• MoE-2 R1: all right . what are you going to do ?
• MoE-2 R2: no , i ’ve never seen him before .
• MoE-2 R3: i want to be with him .
• MoE-2 R4: this is a very interesting man .
• MoE-2 R5: he ’s not the greatest . you do n’t know .

• MoE-3 R1: oh , come on , i ’m sick and tired of your life .
• MoE-3 R2: no . i still do n’t have any reason to do that .
• MoE-3 R3: my god , are you kidding , i ’m a little tired .
• MoE-3 R4: i do n’t understand . where is he ?
• MoE-3 R5: no . i still do n’t have any reason let you be together

• MoE-4 R1: oh , of course !
• MoE-4 R2: because he was scary , right ?
• MoE-4 R3: i ’m sure you ’re a good friend .
• MoE-4 R4: can i get you a glass of champagne ?
• MoE-4 R5: so i like to make a point . you got a fucking friend that does n’t work

4. Input Conversation: (...) your friend ?
• MoE-1 R1: i do n’t know
• MoE-1 R2: you ’re not going to tell him ?
• MoE-1 R3: well , i ’m not sure .
• MoE-1 R4: i do n’t know .
• MoE-1 R5: i ’m sorry

• MoE-2 R1: i like him . he ’s a very good man .
• MoE-2 R2: maybe i should go home and talk to him .
• MoE-2 R3: i ’m not going to let him go .
• MoE-2 R4: oh , please .
• MoE-2 R5: if you do n’t mind , you ’ll have to do it , will you ?

• MoE-3 R1: what ’s the idea of working with you ? what ’s the matter ? !
• MoE-3 R2: i ’ll look into her . tell ’em .
• MoE-3 R3: that ’s something i have n’t done the before .
• MoE-3 R4: so , our lawyers are here .
• MoE-3 R5: we ’ve got some plans here .
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• MoE-4 R1: my friend , you must be really glad to help . if you do n’t mind .
• MoE-4 R2: is n’t there something you can do . how can you help at night ?
• MoE-4 R3: how do you do , mrs. ryan ? i ’d heard you were beautiful , and so you are

.
• MoE-4 R4: the winning side would have paid you much better .
• MoE-4 R5: now , here ’s a babe ! I give you a blue ox , you got ta help me !

5. Input Conversation: (...) he ’s going back to the front this evening . i ca n’t see him
otherwise .

• MoE-1 R1: i ’m not going to be here .
• MoE-1 R2: what do you mean ?
• MoE-1 R3: i ’m not sure . it ’s not your fault .
• MoE-1 R4: i do n’t know .
• MoE-1 R5: you ’re not going to tell him ?

• MoE-2 R1: i think i ’ll tell you what i ’m gon na do .
• MoE-2 R2: he ’s on the way , right ?
• MoE-2 R3: that ’s not true .
• MoE-2 R4: not too late . i ’m not going to be here .
• MoE-2 R5: what are you talking about ? he ’s a very sweet man .

• MoE-3 R1: what ? i think it ’s wonderful .
• MoE-3 R2: sure , i guess !
• MoE-3 R3: oh , for christ ’s sake .
• MoE-3 R4: they ’ll be all right , you ’re my guest .
• MoE-3 R5: leon , you are not going to negotiate !

• MoE-4 R1: ok. he asks about you all the time . i want to tell you .
• MoE-4 R2: the way i feel , believe me , it ’s hard to part and see a guy ’s picture .
• MoE-4 R3: do n’t worry . i ’ll take care of it .
• MoE-4 R4: certainly it ’s important .
• MoE-4 R5: yeah , and what a real hero .

A.4 SAMPLE UTTERANCES FOR EXP 2: QUESTION INTENT

A.4.1 REDDIT CASUAL

1. Sample Conversation: (...) i love how genuine your comments are and you only comment
if it s how you really feel and not for karma like when you wish people a merry christmas

• MoE-1 R1: what was your favorite guys and why did you have a boyfriend ?
• MoE-1 R2: i really love your username , and i am so happy for you .
• MoE-1 R3: what was your favorite guys and why did you have a nice day ?

• MoE-2 R1: how did you find someone that you like ?
• MoE-2 R2: just wondering if you re interested in reddit ?
• MoE-2 R3: how did you feel about it ?

• MoE-3 R1: people like you really have a special place in my heart .
• MoE-3 R2: people like you really have a special place in my heart to me
• MoE-3 R3: people like you really have a special place in my heart?

• MoE-2 R1: how are you liking it ?
• MoE-2 R2: do you know i just love being together with you ?
• MoE-2 R3: how are you my friend ? ?
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2. Sample Conversation: (...) people like you really have a special place in my heart .
• MoE-1 R1: that s nice !
• MoE-1 R2: happy cake day !
• MoE-1 R3: that sounds nice , you have a good time to stay alone ?

• MoE-2 R1: just wondering if you re happy with me ?
• MoE-2 R2: how did you feel about it ?
• MoE-2 R3: how did you get this ?

• MoE-3 R1: hope your christmas was a nice one to celebrate with you
• MoE-3 R2: hope your christmas was pretty good , my friend being celebrate with .
• MoE-3 R3: hope your christmas was nice with my friend who celebrate with you

• MoE-4 R1: omg why !
• MoE-4 R2: how far into your heart ?
• MoE-4 R3: how are you liking this happiness as well ?

3. Sample Conversation: (...) hope your christmas was pretty good , my friend assuming you
celebrate .

• MoE-1 R1: thank you !
• MoE-1 R2: thanks !,
• MoE-1 R3: thank you !

• MoE-2 R1: how did you guys meet this year ?
• MoE-2 R2: how was your day going ?
• MoE-2 R3: how did you celebrate this year ?

• MoE-3 R1: haha thank you !
• MoE-3 R2: thank you !
• MoE-3 R3: thank you .

• MoE-4 R1: how ’s your day going ?
• MoE-4 R2: how are you liking it so far ?
• MoE-4 R3: i have no idea what it ’s about ?

A.4.2 CORNELL MOVIE CORPUS

1. Sample Conversation: that ’s some face they left hanging on you . you look like ...
• MoE-1 R1: what ? what are you talking about ?
• MoE-1 R2: what ? what are you talking about ?
• MoE-1 R3: what ?

• MoE-2 R1: what ? what ’s wrong with it ?
• MoE-2 R2: what ? you think they ’re going to kill me ?
• MoE-2 R3: what is it ?

• MoE-3 R1: well . what ’s the difference ?
• MoE-3 R2: what ? what ’s the deal ?
• MoE-3 R3: what ? what ? what ’s wrong with what happened ?

• MoE-4 R1: what ? there ’s no pain in my mind ?
• MoE-4 R2: what ? why do you think i want to know ?
• MoE-4 R3: what can i do ? there ’s no way i can change .
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2. Sample Conversation: what hotel ?
• MoE-1 R1: what the fuck are you doing here ?
• MoE-1 R2: what ?
• MoE-1 R3: what are you talking about ?,

• MoE-2 R1: what ’s the matter ?
• MoE-2 R2: what about it ?
• MoE-2 R3: who ’re you traveling with?

• MoE-3 R1: whatever . i ’m going to work here .
• MoE-3 R2: tom . how are you ?
• MoE-3 R3: what ? what about the hotel ?

• MoE-4 R1: do you think i want the plaza ?
• MoE-4 R2: what do you think ? where ’s my mother ?
• MoE-4 R3: what hotel i should go?

3. Sample Conversation: the holiday hotel .
• MoE-1 R1: what are you talking about ?
• MoE-1 R2: what ?
• MoE-1 R3: what are you doing here ?

• MoE-2 R1: what is your travel plan?
• MoE-2 R2: how can i get there?
• MoE-2 R3: why do you want to be there?

• MoE-3 R1: what ? are you walking in there ?,
• MoE-3 R2: absolutely . what ’s up with the hotel ?
• MoE-3 R3: what ? bring ’em in

• MoE-4 R1: what are you ? a cop ?
• MoE-4 R2: what about that ? i work here .
• MoE-4 R3: what ? ... oh you know he ’s there ?,

A.5 SAMPLE UTTERANCES FOR EXP 2: POSITIVE SENTIMENT INTENT

A.5.1 REDDIT CASUAL

1. Sample Conversation: (...) it s definitely not the college experience .
• MoE-1 R1: i feel like i m more of a high school and talking to people .
• MoE-1 R2: i feel like i ’m not a teacher , and i talk to , i talk to people about it .
• MoE-1 R3: i feel like a lot of people are just as nervous as i talk to , and i really really

like talking about .

• MoE-2 R1: i m so proud of you for being able to keep up with it !
• MoE-2 R2: i hope you re having a great day !
• MoE-2 R3: i have a very good time on social media !

• MoE-3 R1: seems like middle school to end up way more stable than everyone and
don t know who does this

• MoE-3 R2: seems like real good compared to everyone after work and nobody is
around me even the age of 35

• MoE-3 R3: feels like a real awkward going to say though and nobody cares about
each other with me
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• MoE-4 R1: if you want to get into college , i ’m pretty good at it !
• MoE-4 R2: thank you for taking the time to look at it , i ’m trying to get a few more

opportunities for you now for your semester
• MoE-4 R3: good for you , i like college and have more people in my life , i know

better than high school i ve been

2. Sample Conversation: (...) feels more like high school except way easier to mess up and
nobody really talks to anyone lmao .

• MoE-1 R1: i m on reddit , and i m going to be pretty far from my first year s college ,
but i d probably have to go to college

• MoE-1 R2: i m not really good at all , but i m a college student , i d be working on a
job , i d be able to go,

• MoE-1 R3: i m pretty sure it s a lot easier to get a job , but i guess it s a lot of work in
my field

• MoE-2 R1: i m going to be a senior and i m happy to meet people !
• MoE-2 R2: i hope you re having a great time !
• MoE-2 R3: i get to see my new friends and family !

• MoE-3 R1: i ’m looking forward to being able to say , but not because i am a great
life all for everyone to see each other once in a while

• MoE-3 R2: i ’m looking forward to going out , not because i feel so much better
knowing i will still have a great day , and i ’m happy to see

• MoE-3 R3: i ’m looking forward to going home , not only because i think i will be a
lot happier with my family and looking at the very young people .

• MoE-4 R1: for sure , i ve been in college for the past few years that i ve had plenty of
people in my life .

• MoE-4 R2: thank you for your input , i appreciate it !
• MoE-4 R3: you ll be proud of yourself and i hope you are able to enjoy those people

on your first year

3. Sample Conversation: (...) i m looking forward to finally being out , not only because i
think i ll be a lot happier at a full uni , but also bc i hate home

• MoE-1 R1: i finally got the job that i m going to be a very good dad , and it just sucks .
• MoE-1 R2: i finally got a new job that i feel like is not a good thing .
• MoE-1 R3: i finally got the hang of my parents , and i feel very lucky to be very far as

possible .

• MoE-2 R1: now i m a college student and i m very proud of myself !
• MoE-2 R2: i ll try to meet new people !
• MoE-2 R3: i feel like i m a little too proud of myself !

• MoE-3 R1: yeah well and the whole thing will really help me feel a bit shitty right
now is n’t easy

• MoE-3 R2: yeah well this is the start and really make me feel good a bit better than
what i am .

• MoE-3 R3: yeah well and the goal is really help me feel good since everyone is mostly
different in their lives .

• MoE-4 R1: good advice , i really like it when i have to get a college degree , but i ’ve
also got a decent amount of friends who have not

• MoE-4 R2: thank you for the advice , i really like to keep on going for college and i
’m sure my friends will go to college

• MoE-4 R3: for sure , i want to get back on track to how much i used to be doing , but i
don t really like the idea of studying
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A.5.2 CORNELL MOVIE CORPUS

1. Sample Conversation: (...) no i fucking do n’t ! you ca n’t make a cup of tea , edward .
• MoE-1 R1: what ?
• MoE-1 R2: no .
• MoE-1 R3: no , i ’m not .

• MoE-2 R1: yeah , i got it .
• MoE-2 R2: oh , i ’m so glad you say it .
• MoE-2 R3: yes , it ’s a very nice idea .

• MoE-3 R1: yes , sir . what ’s wrong ?
• MoE-3 R2: yes . yes , sir .
• MoE-3 R3: yes . who is this ?

• MoE-4 R1: oh , yes . i ’m going to miss you .,
• MoE-4 R2: yes . i ’m sorry , i did n’t know how to do it .
• MoE-4 R3: yes , yes . i ’ll tell you something about it .

2. Sample Conversation: (...) why not ? the whole of the british empire was built on cups of
tea .

• MoE-1 R1: what ?
• MoE-1 R2: no !
• MoE-1 R3: no , no .

• MoE-2 R1: good . i ’m glad you say that .
• MoE-2 R2: yeah , i got it .
• MoE-2 R3: yes , you are right about that .

• MoE-3 R1: yes . yes , sir .
• MoE-3 R2: yes , of course .
• MoE-3 R3: yes . yes . that ’s right .

• MoE-4 R1: yes , i ’ll tell you what it is .
• MoE-4 R2: yes , yes . i ’ll tell you something else !
• MoE-4 R3: yes , i ’m with you .

3. Sample Conversation: (...) if you ’ll be good enough to remove those newspapers i ’ll have
a seat .

• MoE-1 R1: no , i ’m not .
• MoE-1 R2: what ?
• MoE-1 R3: no !

• MoE-2 R1: yes , i think it ’s a good idea .
• MoE-2 R2: yes , yes . i ’ll be in a minute .
• MoE-2 R3: good . yes , you ’re not going to have to do it .

• MoE-3 R1: yes . yes . yes . yes .
• MoE-3 R2: what ’s the matter with you ?
• MoE-3 R3: yes , ma’am , i do .

• MoE-4 R1: oh , yes ! i ’ll do it .
• MoE-4 R2: yes , yes . i ’m sure you must be a very sick man .
• MoE-4 R3: yes , yes . i ’m sure you do ..
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A.6 SAMPLE UTTERANCES FOR EXP 2: NEGATIVE SENTIMENT INTENT

A.6.1 REDDIT CASUAL

1. Sample Conversation: (...) it s definitely not the college experience .
• MoE-1 R1: i m not much of a sports person , i find that sort of an emotional connection

to others .
• MoE-1 R2: i ’m more of a high school student and i m wondering if anyone else to

talk to about this .
• MoE-1 R3: i ’m not a social person , but i ’m just really curious how to talk to other

people .

• MoE-2 R1: i don t know if i should be going to school right now .
• MoE-2 R2: i don t know how to do it , i m nervous .
• MoE-2 R3: i don t think i m going to be able to do all the things i ve been doing .

• MoE-3 R1: feels like shit not less to lie than excuse myself to just miss class all the
time .

• MoE-3 R2: feels like decent becoming middle school system and not close to him
anymore anyways because nobody ever mentioned .

• MoE-3 R3: feels like middle school only harder to stay up and nobody really talks
about anything except nowadays .

• MoE-4 R1: because i hate making out of my freshman year i was happy about it
• MoE-4 R2: but i hate to admit it , so like this was the first time i even went to college .
• MoE-4 R3: and people are terrible at figuring out what to do , you could n’t pay extra

for this year !

2. Sample Conversation: (...) feels more like high school except way easier to mess up and
nobody really talks to anyone lmao .

• MoE-1 R1: i m not really good at all , but i guess i would have to go to a university
for a good job .

• MoE-1 R2: so far that i ’m not happy to have my own experience , but i m also going
to have a job that i d like to have .

• MoE-1 R3: i m on the same boat as you , but i m also a college student for a few years
.

• MoE-2 R1: i m not going to try and start doing anything for the next semester .
• MoE-2 R2: i don t know if it s the same .
• MoE-2 R3: i don t know if it s going to be the same since i m still in college .

• MoE-3 R1: i m looking forward to going back to being alone , but not because i feel
like i m a better fit in with the wait til stressful one

• MoE-3 R2: i ’m looking forward to going back home , not only because i feel that
there ’s a lot of time to do something productive after i get there

• MoE-3 R3: i ’m looking forward to being at school , not only because i think i ’ll be a
bit happier now and will have to pay for 4 months

• MoE-4 R1: and i hate it , i get bored !
• MoE-4 R2: i just switched because i was a senior student and i know absolutely hate

that i had to do
• MoE-4 R3: and i hate talking about it , i ’ll get left out

3. Sample Conversation: (...) i m looking forward to finally being out , not only because i
think i ll be a lot happier at a full uni , but also bc i hate home

• MoE-1 R1: so i finally got a new job that i am not a very good person .
• MoE-1 R2: i ’m not going to be able to find a way to feel better about it , but i just

feel better .
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• MoE-1 R3: i m not the most comfortable person who wants to be so bad about it or
something that i should be able to be able to do .

• MoE-2 R1: i feel like i m not going to be honest .
• MoE-2 R2: i feel like i m not going to be in the same position .
• MoE-2 R3: i don t know if it s all about going to school .

• MoE-3 R1: yeah well all and the person does really make me feel better for everyone
to be so serious about it .

• MoE-3 R2: yeah well this and the beat all does seem feel a bit better because everyone
is basically just that it is in their ass .

• MoE-3 R3: yeah well and the post really not me feel better a lot better since it is not
being considered so big .

• MoE-4 R1: and i hate waking up , i feel like it all the time .
• MoE-4 R2: and i hate to admit it , i do n’t know what ’s going on .
• MoE-4 R3: and i know there are people who can keep up with their homework but i

do n’t know how to handle them !

A.6.2 CORNELL MOVIE CORPUS

1. Sample Conversation: (...) no i fucking do n’t ! you ca n’t make a cup of tea , edward .
• MoE-1 R1: i ’m sorry .
• MoE-1 R2: i ’m not sure .
• MoE-1 R3: i do n’t know , i do n’t know .

• MoE-2 R1: what do i have to do ?
• MoE-2 R2: why do n’t you just leave it be ?
• MoE-2 R3: you do n’t know what you ’re talking about .

• MoE-3 R1: i ’m not interested in what people used to do .
• MoE-3 R2: i ’m afraid that ’s not up to me
• MoE-3 R3: yes . what ’s the problem with it ?

• MoE-4 R1: i do n’t want to hear your problems .
• MoE-4 R2: i do n’t care . i have a lot of money in my life .
• MoE-4 R3: i do n’t want a goddamn cup of tea . i want to go home . i ’ll have to be

here , okay ?

2. Sample Conversation: (...) why not ? the whole of the british empire was built on cups of
tea .

• MoE-1 R1: i do n’t know .
• MoE-1 R2: i ’m not sure . i ’m not going to be here .
• MoE-1 R3: i do n’t know .

• MoE-2 R1: who do you think you are ?
• MoE-2 R2: who cares ? i do n’t know what to say .
• MoE-2 R3: do n’t be a fool . do n’t you know what i ’m talking about .

• MoE-3 R1: yes . what ’s more like this ?
• MoE-3 R2: i do n’t believe that either .
• MoE-3 R3: that is correct . and how do we decide ?

• MoE-4 R1: i do n’t believe in it !
• MoE-4 R2: i do n’t want to hear you anymore . you hear me ?
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• MoE-4 R3: i do n’t want to hear it . i know you ’re very clever .

3. Sample Conversation: (...) if you ’ll be good enough to remove those newspapers i ’ll have
a seat .

• MoE-1 R1: i do n’t know .
• MoE-1 R2: i ’m not sure .
• MoE-1 R3: i do n’t know .

• MoE-2 R1: i do n’t know what you ’re talking about .
• MoE-2 R2: who are you ? can you get out of here ?
• MoE-2 R3: do n’t be a fool . what do you want me to do ?

• MoE-3 R1: you ’re welcome to one of these , whatever .
• MoE-3 R2: what difference does it make ?
• MoE-3 R3: i ’m afraid not . have to ask you a question .

• MoE-4 R1: i do n’t want to hear it . i do n’t want to hear any more today .
• MoE-4 R2: look at this ! why are you laughing ?
• MoE-4 R3: i do n’t care ! i do n’t know what ’s good with you !

A.7 SAMPLE UTTERANCES FOR EXP 2: JOY EMOTION INTENT

A.7.1 REDDIT CASUAL

1. Sample Conversation: (...) besides every anime intro and outro song ever at least from the
series i like , i ’ve been getting a kick out of j rock in general .

• MoE-1 R1: i got a song a few months ago and i can relate .
• MoE-1 R2: i got a song from a song that i can recently finish .
• MoE-1 R3: i got a song from a song that has been a really rough time lately .

• MoE-2 R1: what s your favourite anime to listen to ?
• MoE-2 R2: i just enjoy the new anime and i ’m a big fan of it .
• MoE-2 R3: i ’m always a fan of the anime and i ’ve been listening to it all the lately

• MoE-3 R1: i got very into french music this year which i can relate every year
• MoE-3 R2: i got into love pop music this year , so i can relate with very well .
• MoE-3 R3: i got into love rap recently this year so i can relate with you haha

• MoE-4 R1: haha i ’m into anime !
• MoE-4 R2: haha , anime manga is considered my first language .
• MoE-4 R3: sounds like my favourite anime and manga japan , and they probably are

my main thing .

2. Sample Conversation: (...) i got deep into idol music this year so i can relate a bit .
• MoE-1 R1: i ’ve been thinking about the same as a lot of new bands i listen to .
• MoE-1 R2: i just started a new anime where i feel like i ’m into the same genre .
• MoE-1 R3: i just like the new design and see it on youtube .

• MoE-2 R1: <unk> is my favorite song
• MoE-2 R2: i love the song !
• MoE-2 R3: what do you like about the music ?

• MoE-3 R1: i have really watched deep dark <unk> recently .
• MoE-3 R2: yeah i have heard this song called so long
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• MoE-3 R3: i know just your song i played video games sometimes .

• MoE-4 R1: i ’m also loving the music so far .
• MoE-4 R2: haha , i love anime manga from the 90 ’s .
• MoE-4 R3: haha yes but for me it ’s all anime .

3. Sample Conversation: (...) some people have the same username across multiple websites
such as steam or xbox .

• MoE-1 R1: people might even get mad at them , because they are on their own .
• MoE-1 R2: i might be the opposite .
• MoE-1 R3: i never thought about being a dick .

• MoE-2 R1: i guess there ’s a reason for people to use their username too .
• MoE-2 R2: i just use reddit , and the new design is pretty good .
• MoE-2 R3: i see a lot of people using this as well as the same goes .

• MoE-3 R1: you might also be able to get a hold of their different places with only
their username .

• MoE-3 R2: you might even be able to get a hold of them in different places with only
their username .

• MoE-3 R3: you might also be able to get a hold of my different places with the
internet access .

• MoE-4 R1: i ’m also loving the music so far .
• MoE-4 R2: haha well i guess you are talking about the internet .
• MoE-4 R3: haha good karma happens in a lot of us , but for me i ’m most on reddit .

A.7.2 CORNELL MOVIE CORPUS

1. Sample Conversation: (...) i guess i cut pretty loose in my day too .
• MoE-1 R1: oh , i ’m fine .
• MoE-1 R2: oh , yeah .
• MoE-1 R3: oh , yeah .

• MoE-2 R1: yes , darling . i ’m looking for you .
• MoE-2 R2: nice . good .
• MoE-2 R3: okay , we ’ll see you .

• MoE-3 R1: oh yeah . that ’s nice .
• MoE-3 R2: oh , it ’s probably a good idea .
• MoE-3 R3: oh , it ’s worth it .

• MoE-4 R1: it ’s so beautiful . there ’s a lot of money in there .
• MoE-4 R2: i ’m so sure you ’ll find out how that d go.
• MoE-4 R3: i said it ’s good call .

2. Sample Conversation: (...) i could get ben to tap into the baxter ’s main power to generate
enough voltage

• MoE-1 R1: yes , sir .
• MoE-1 R2: oh , yes , sir .
• MoE-1 R3: oh , yes , sir .

• MoE-2 R1: and i ’m sure it ’s a good idea
• MoE-2 R2: yes , ma’am . i ’m going to work .
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• MoE-2 R3: oh , i ’m going to have a nice time .

• MoE-3 R1: hey . that ’s the problem .
• MoE-3 R2: oh , that ’s a possibility .
• MoE-3 R3: well . hope you enjoy it .

• MoE-4 R1: i do n’t know . but i ’m sure it ’s a very good idea .
• MoE-4 R2: i ’m glad you got your sense of humor back . think you ’ll keep it ?
• MoE-4 R3: yes , that ’s exactly what we got to do .

3. Sample Conversation: (...) or that he ca n’t be bothered to write us a proper letter ? a
dissertation on apples , we do n’t need !

• MoE-1 R1: no , sir .
• MoE-1 R2: yes , sir .
• MoE-1 R3: yes , sir .

• MoE-2 R1: yes , sir . they ’re telling me all this .
• MoE-2 R2: he ’s a bad guy , huh ?
• MoE-2 R3: oh , that ’s a good idea .

• MoE-3 R1: oh . well , that ’s good .
• MoE-3 R2: oh , that sounds great .
• MoE-3 R3: yes , he ’s that sweetheart .

• MoE-4 R1: he says he does n’t feel good too . i thought you might know .
• MoE-4 R2: yes . he was all right .
• MoE-4 R3: jeez , right . he ’s like a ghost !

A.8 SAMPLE UTTERANCES FOR EXP 2: OPTIMISM EMOTION INTENT

A.8.1 REDDIT CASUAL

1. Sample Conversation: (...) besides every anime intro and outro song ever at least from the
series i like , i ’ve been getting a kick out of j rock in general .

• MoE-1 R1: got a few more of my favorite songs !
• MoE-1 R2: have you ever got a song that you can listen to ?
• MoE-1 R3: i ve been listening to a lot of songs lately and i can relate .

• MoE-2 R1: good lord , definitely send forever shit to the artist ...
• MoE-2 R2: good for you , the fantastic video !
• MoE-2 R3: good one , but the next one is , better !

• MoE-3 R1: i got deep into idol music this year so i can relate a bit .
• MoE-3 R2: i got big into pop music today so i can relate your success !
• MoE-3 R3: i got deep into music recently so i will love my new year !

• MoE-4 R1: good for you , it s a good anime intro haha
• MoE-4 R2: might have some japanese jazz fusion and art
• MoE-4 R3: good one , the anime and manga really fit me

2. Sample Conversation: (...) i got deep into idol music this year so i can relate a bit .
• MoE-1 R1: what do you like about it ?
• MoE-1 R2: what do you like to see ?
• MoE-1 R3: i ’m not sure what to watch ?
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• MoE-2 R1: good one , the next anime ’s been awesome !,
• MoE-2 R2: good for you , my friend !
• MoE-2 R3: the best way to start the new year !

• MoE-3 R1: is it your favourite song ever ?
• MoE-3 R2: does it match your taste ?
• MoE-3 R3: is it really your favorite movie ?

• MoE-4 R1: good one , especially for the current age
• MoE-4 R2: thanks for your good song it gets more popular
• MoE-4 R3: good lord , the music is popular !

3. Sample Conversation: (...) some people have the same username across multiple websites
such as steam or xbox .

• MoE-1 R1: it ’s not even a joke , but i think it is a scam .
• MoE-1 R2: why people would use it as a joke ?
• MoE-1 R3: how do you know how to deal with it ?

• MoE-2 R1: what you can see is a new generation of the future.
• MoE-2 R2: be aware of what their user names are and comments are made to post
• MoE-2 R3: it depends on the mods and the subreddit , i see them as a possible

community .

• MoE-3 R1: you might even be able to get a hold of their different places with different
people

• MoE-3 R2: you might even be able to get a hold of their different places with different
people than your own view .

• MoE-3 R3: you may even be able to get a hold of your friend in different places with
their username ?

• MoE-4 R1: alright , so , especially reddit . might have to check out the real difference
, especially with older ones !

• MoE-4 R2: good on you for noticing when you mentioned that though not to be a
problem !

• MoE-4 R3: good for you , despite only being the mom and dad for me , i believe there
are some old people now , still hoping to do that

A.8.2 CORNELL MOVIE CORPUS

1. Sample Conversation: (...) i guess i cut pretty loose in my day too .
• MoE-1 R1: oh , i ’m fine .
• MoE-1 R2: oh , yeah .
• MoE-1 R3: oh , i ’m sorry .

• MoE-2 R1: okay , take it easy .
• MoE-2 R2: all right . everything ’s been pretty .
• MoE-2 R3: go ahead . the last time you ’re right .

• MoE-3 R1: i ’m talking about ...
• MoE-3 R2: let ’s see if i ever known .
• MoE-3 R3: you learned from your american friends ?

• MoE-4 R1: i’m sure it can be fine . it ’s just you and me , brad .
• MoE-4 R2: it ’s so cool . really .
• MoE-4 R3: you ’re right . i ’m sure it will work . i could feel you in your position .
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2. Sample Conversation: (...) i could get ben to tap into the baxter ’s main power to generate
enough voltage

• MoE-1 R1: yes , sir . but we ’re not going to do the same thing .
• MoE-1 R2: no , sir .
• MoE-1 R3: yes , sir .

• MoE-2 R1: all right . it ’s the way . i ’m going to get it .
• MoE-2 R2: all right . you ’ll do it .
• MoE-2 R3: go ahead . i ’ll be all right .

• MoE-3 R1: it is ! i ’m stopping !
• MoE-3 R2: that bastard ! i ’ll gladly dispose of him in the name of the order , son of

malkovich .
• MoE-3 R3: i think they should stop and start looking right here i think they should

stop and start looking right here .

• MoE-4 R1: i ’m looking at it . i ’m going to get it right .
• MoE-4 R2: there ’s something else , major . i ’m starting to think what you said has a

ton of beauty in it
• MoE-4 R3: see , that ’s what we ’re here for .

3. Sample Conversation: (...) or that he ca n’t be bothered to write us a proper letter ? a
dissertation on apples , we do n’t need !

• MoE-1 R1: yes , sir . is that what you mean ?
• MoE-1 R2: yes , sir .
• MoE-1 R3: oh , yes , sir .

• MoE-2 R1: all right . we ’ll be able to figure out what ’s wrong with him .
• MoE-2 R2: okay , take it easy .
• MoE-2 R3: all right . we ’ll be able to figure out what ’s going on .

• MoE-3 R1: so ? the man got silver , china , rugs
• MoE-3 R2: he ’s out to the hospital ...
• MoE-3 R3: i see , i was just thinking ... maybe it ’s time to settle down .

• MoE-4 R1: you do n’t understand , i ’ve been in love with him !
• MoE-4 R2: he ’ll be back . i ’ll wait for his car .
• MoE-4 R3: i ’ll think of something . i do n’t think he ’s a bad guy .

A.9 SAMPLE UTTERANCES FOR EXP 2: ANGER EMOTION INTENT

A.9.1 REDDIT CASUAL

1. Sample Conversation: (...) besides every anime intro and outro song ever at least from the
series i like , i ’ve been getting a kick out of j rock in general .

• MoE-1 R1: i got ta have this song , but i can relate to this .,
• MoE-1 R2: i got this song a few months ago , and i can relate to a bit .
• MoE-1 R3: i got my thoughts into this , but i can relate to this .

• MoE-2 R1: why are you into anime ?,
• MoE-2 R2: i lose interest in it .
• MoE-2 R3: i ’m not an expert when it comes to it .

• MoE-3 R1: i got deep into idol music this year so i can relate a bit .
• MoE-3 R2: i got deep into this punk shows recently so i can relate with it .
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• MoE-3 R3: i got ta learn rock this pop punk so i can relate with it .

• MoE-4 R1: keeping my speed for reading the anime shit .
• MoE-4 R2: why are you damn talking english only ?
• MoE-4 R3: and this is why i am not such a rich dude .

2. Sample Conversation: (...) i got deep into idol music this year so i can relate a bit .
• MoE-1 R1: oh wow , that ’s a good one .
• MoE-1 R2: i like it , i ’m not a fan of the music genre , but i ’ve had a lot of music .
• MoE-1 R3: oh wow .

• MoE-2 R1: why are you considering the big ex ?
• MoE-2 R2: i don ’t watch anime in general at the moment .
• MoE-2 R3: why are you considering anime good ?

• MoE-3 R1: i can totally see that this was all about the songs i did n’t talk to about .
• MoE-3 R2: i would n’t miss out on that video .
• MoE-3 R3: i don t miss that so much .

• MoE-4 R1: fuck yeah , i was there for like shit .
• MoE-4 R2: why are you considering doing a lot of anime ?
• MoE-4 R3: why do you think anime is bad ?

3. Sample Conversation: (...) some people have the same username across multiple websites
such as steam or xbox .

• MoE-1 R1: i think it all comes down to if they ’re serious .
• MoE-1 R2: i think it ’s just how they are in their mid 20s how they are , they are used

to their own lives .
• MoE-1 R3: it might seem like a lot of people in their late 20s , they have a large

problem with their accent .

• MoE-2 R1: why do people assume they have their own identity ?
• MoE-2 R2: it ’s just a series of spam jokes and whatnot
• MoE-2 R3: i think people are just dumb to the bottom line of their head .

• MoE-3 R1: you might also be able to find a hold of them with different people than
the previous ones .

• MoE-3 R2: you might also be able to get a hold of them in different places with the
username .

• MoE-3 R3: you might even be able to get a hold of them in different places with their
username .

• MoE-4 R1: i dont know who downvoted you , but let people tell you the truth of your
karma . why are you asking on reddit ?

• MoE-4 R2: i dont necessarily agree with them but just became the first and its just
became a good one .

• MoE-4 R3: you ’re around and just do n’t use the internet for any specific reason , i
think there are thousands of people watching .

A.9.2 CORNELL MOVIE CORPUS

1. Sample Conversation: (...) i guess i cut pretty loose in my day too .
• MoE-1 R1: you do n’t have to .
• MoE-1 R2: no .
• MoE-1 R3: you do n’t have to have a good look .
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• MoE-2 R1: i think you must be crazy . you ca n’t tell me what you ’re doing here !
• MoE-2 R2: you ’re not the one trying to get away . who owns the gun ?
• MoE-2 R3: you do n’t pull this cowboy shit , you ’re gon na get him out ?

• MoE-3 R1: what do you know . i saw you ?
• MoE-3 R2: what the hell is that
• MoE-3 R3: oh , you do n’t know . i ’m sorry .

• MoE-4 R1: what are you talking about ? you love your job .
• MoE-4 R2: you ’re like an undercover guy !
• MoE-4 R3: you do n’t get paid till we close tonight .

2. Sample Conversation: (...) i could get ben to tap into the baxter ’s main power to generate
enough voltage

• MoE-1 R1: you do n’t have to do this .
• MoE-1 R2: you do n’t know what you ’re talking about .
• MoE-1 R3: you do n’t know what you ’re talking about .

• MoE-2 R1: you got to be kidding !
• MoE-2 R2: we ’re not going to do this .
• MoE-2 R3: we want to frighten you away . so that you ’ll move out

• MoE-3 R1: do n’t you dare , i ’ll be all that ...
• MoE-3 R2: so you ’re telling the truth ?
• MoE-3 R3: you think i ’m right

• MoE-4 R1: you ’re driving me nuts !
• MoE-4 R2: you ’re trying to kill me , are n’t you ?
• MoE-4 R3: you do n’t get it , pham . the idea was we were ripping them off .

3. Sample Conversation: (...) or that he ca n’t be bothered to write us a proper letter ? a
dissertation on apples , we do n’t need !

• MoE-1 R1: do n’t worry about it
• MoE-1 R2: do n’t you think he ’s in the dark .
• MoE-1 R3: do n’t worry about it .

• MoE-2 R1: i ca n’t believe you did n’t see that coming . you do n’t want to lose this !
• MoE-2 R2: what ? you ’re not going to kill him .
• MoE-2 R3: now what ? we ’re going to have to do something

• MoE-3 R1: because you do n’t know what you are doing .
• MoE-3 R2: oh , you do n’t know . i guess it ’s just not true .
• MoE-3 R3: and what the hell is that ?

• MoE-4 R1: he ’ll kill you ! motherfucker ! !
• MoE-4 R2: see , i told you he was gon na kill us all .
• MoE-4 R3: and you do n’t care what it says ?

A.10 SAMPLE UTTERANCES FOR EXP 2: SADNESS EMOTION INTENT

A.10.1 REDDIT CASUAL

1. Sample Conversation: (...) besides every anime intro and outro song ever at least from the
series i like , i ’ve been getting a kick out of j rock in general .

• MoE-1 R1: i got this feeling of thinking about this year and i can relate .
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• MoE-1 R2: i got this feeling i can relate to this song a bit .
• MoE-1 R3: i got this song a lot , and i can relate to it .

• MoE-2 R1: i really miss the music i was listening to it .
• MoE-2 R2: i have n’t heard of it for a long time .
• MoE-2 R3: i ’m not a fan of anime at all .

• MoE-3 R1: i got deep into idol music this year so i can relate a bit .
• MoE-3 R2: i got very deep into this show so i can relate with this most .
• MoE-3 R3: i got very into film school this year so i can relate with you .

• MoE-4 R1: no i would n’t have watched anime or video .
• MoE-4 R2: i only watched it in japanese and i was at a time .
• MoE-4 R3: i feel like i m just listening to the same music again .

2. Sample Conversation: (...) i got deep into idol music this year so i can relate a bit .
• MoE-1 R1: i ’m not the most interested in this movie .
• MoE-1 R2: i ’ve been listening to the whole genre of the past .
• MoE-1 R3: i ’ve been listening to a lot of people from the past few years .

• MoE-2 R1: i really miss the music i ’ve listened to before
• MoE-2 R2: i feel like i ’ve been listening to that music lately .
• MoE-2 R3: i hate reddit and have no idea what it is

• MoE-3 R1: i was also a huge fan of music so i do n’t listen to them tv .
• MoE-3 R2: i was very confused on my youtube was bc the record is bothering me .
• MoE-3 R3: i ’m also very into film .

• MoE-4 R1: no but i only listen to rap .
• MoE-4 R2: i just watched anime and manga japan was probably the worst .
• MoE-4 R3: i have n’t heard anyone like anime .

3. Sample Conversation: (...) some people have the same username across multiple websites
such as steam or xbox .

• MoE-1 R1: i think it ’s because people who use the internet , they do n’t use them
anymore .

• MoE-1 R2: i think that ’s the case with the people who have their own knowledge of
their own .

• MoE-1 R3: i think people are just too used to it in their 30s or at their own cult .

• MoE-2 R1: i ’ve seen people get downvoted and it ’s all weird .
• MoE-2 R2: i even feel like it ’s true for everyone .
• MoE-2 R3: i ’ve heard people are n’t on reddit .

• MoE-3 R1: you might also be able to get a hold of their own place without similar
type places .

• MoE-3 R2: you might also be able to get a hold of them within the same price or not .
• MoE-3 R3: you might also be able to get a hold of them within different countries or

whatever they send you .

• MoE-4 R1: i have noticed it on twitter , and facebook . i never have anonymous
enough on twitter

• MoE-4 R2: i have n’t gotten around to it . i am literally wanting to delete my account .
• MoE-4 R3: i do n’t know why people are so dumb and useless .
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A.11 SAMPLE UTTERANCES FOR EXP 3 (WITH FULL MOE DECISION FLOW)

A.11.1 REDDIT CASUAL, MOE-4 IQL

1. Turn 0: (...) when i actually look back at it , it ’s not bad .
• MoE Primitive 1: oh god those words mean a lot in general . Q-value: 0.15
• MoE Primitive 2: when i get a good amount of things i put in the mood . Q-value:

-0.32
• MoE Question 1: i have n’t listened to music , but i played a few songs , what ’s it ?

Q-value: -0.38
• MoE Question 2: how much is it ? Q-value: -0.41
• MoE Exploration 1: and that ’s just me being the only way i can discover a life .

Q-value: -0.26
• MoE Exploration 2: i ’m 22 and have n’t hugged a girl yet forget about kissing .

Q-value: -0.55
• MoE Positive Sentiment 1: thank you for the amazing reply , i definitely look at it to

a high day ! Q-value: 0.45
• MoE Positive Sentiment 2: good for you , i really love the genre so things i consider

a best with as my life , it was a very difficult decision Q-value: 0.05
• MoE Negative Sentiment 1: but on my own , i just do n’t see the appeal anymore

with how it is . Q-value: 0.05
• MoE Negative Sentiment 2: i hate it when i ’m slow . Q-value: -0.46
• MoE Sentiment Coherence 1: for me , i have a taste in music so i can not stand a lot

of art or without it i would be so tired Q-value: -0.38
• MoE Sentiment Coherence 2: the reason i love it , i have n’t been in a while , but i

feel like i was in a way that was when i was younger . Q-value: 0.25
• MoE Joy Emotion 1: haha well i ’m going through a lot of shit . Q-value: -0.25
• MoE Joy Emotion 2: haha yes i have my own one of my favorite things to do .

Q-value: -0.62
• MoE Optimism Emotion 1: good for you , i like the original music , it ’s a new skill

in painting , some of it , and just like every other Q-value: -0.14
• MoE Optimism Emotion 2: good on you for doing the right thing , just remember

that the past few months , i ’ve been putting it off , and have no idea about music
Q-value: 0.69

• MoE Anger Emotion 1: why do you think you re an adult ? Q-value: -0.16
• MoE Anger Emotion 2: why are you not asking me a question ? Q-value: -0.29
• MoE Sadness Emotion 1: i do n’t have much of an effect on my mood , what should i

do ! Q-value: 0.60
• MoE Sadness Emotion 2: i have n’t done that yet but i ’m going to check out .

Q-value: -0.25

• Final Bot Response: Q-value: good on you for doing the right thing , just remember
that the past few months , i ’ve been putting it off and have no idea about music
Q-value: 0.69

• GPT-based Next-user Response: just love these memory of having that moment of
myself and lots to remember the past few years on life of music .

2. Turn 1: (...) just love these memory of having that moment of myself and lots to remember
the past few years on life of music .

• MoE Primitive 1: it has become an actual meme , and then on a cracked up . Q-value:

0.21
• MoE Primitive 2: i just love music , what genre would it be ? Q-value: 0.42
• MoE Question 1: how much do you enjoy now ? Q-value: -0.15
• MoE Question 2: how do you discover new music ? Q-value: 0.08
• MoE Exploration 1: but i was thinking of going to be a one , and maybe <unk> my

favorite shows . Q-value: 0.35
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• MoE Exploration 2: and it ’s a good time to focus on something else , like a good
<unk> ’ , <unk> out of the good things . Q-value: -0.43

• MoE Positive Sentiment 1: thanks for the advice , i really hope things turn to someone
who does n’t have a life and does n’t deserve it and as much to be Q-value: -0.51

• MoE Positive Sentiment 2: thank you for the inspiration ! Q-value: 0.13
• MoE Negative Sentiment 1: but i hate when i have to do it all . Q-value: 0.18
• MoE Negative Sentiment 2: i am not one of those and i do n’t know about to be

honest . Q-value: -0.47
• MoE Sentiment Coherence 1: for the future , i love it and remember that song <unk>

would be a very nice place to achieve something like <unk> or goals . Q-value: -0.57
• MoE Sentiment Coherence 2: for me , i love the feeling of wanting to have a good

christmas tree since i was a kid Q-value: -0.77
• MoE Joy Emotion 1: haha , i am enjoying a lot of it , so i personally even know

nothing about it . Q-value: 0.09
• MoE Joy Emotion 2: haha , this is one of my favorite things to listen in the genre .

Q-value: 0.71
• MoE Optimism Emotion 1: good for you , the best of luck in the future ! Q-value:

0.13
• MoE Optimism Emotion 2: for me , the only thing i really like , is the music i like ,

and the way it gives me time to myself and be Q-value: 0.48
• MoE Anger Emotion 1: and what is an example of things you could do ? Q-value:

-0.11
• MoE Anger Emotion 2: and i do n’t like music , i ’ve felt so far . Q-value: -0.02
• MoE Sadness Emotion 1: i do n’t know what to do with my knowledge but i have no

idea what it is . Q-value: -0.03
• MoE Sadness Emotion 2: i have no clue why i do that these days . Q-value: -0.31

• Final Bot Response: haha , this is one of my favorite things to listen in the genre .
Q-value: 0.71

• GPT-based Next-user Response: I wonder how how it ’d go . but i do enjoy them .
they feel live and have the meaning of life .

A.11.2 REDDIT CASUAL, MOE-4 KLC

1. Turn 0: (...) when i actually look back at it , it ’s not bad .
• MoE Primitive 1: well i ’m glad you ’re feeling better . Q-value: 0.38
• MoE Primitive 2: did you get a song that you ’re listening to ? Q-value: -0.06
• MoE Question 1: what ’s it worth ? Q-value: 0.35
• MoE Question 2: how did you get out of it ? Q-value: 0.12
• MoE Exploration 1: lately i ’ve been a lot of good things to do . Q-value: -0.55
• MoE Exploration 2: i love this song , and i will be happy with the music . Q-value:

-0.26
• MoE Positive Sentiment 1: i ’m glad you ’re able to find a great life ! Q-value: 0.40
• MoE Positive Sentiment 2: i hope you have a great day ! Q-value: 0.39
• MoE Negative Sentiment 1: i do n’t know if it ’s worth a listen to it . Q-value: 0.22
• MoE Negative Sentiment 2: i do n’t know if i ’m going to be a bit stressful . Q-value:

0.17
• MoE Sentiment Coherence 1: i ’ll be able to do something with my own , but i ’ll be

able to find a new genre . Q-value: -0.11
• MoE Sentiment Coherence 2: i might try to find some new songs that i ’m not sure if

i ’m a bit interested in the music . Q-value: 0.20
• MoE Joy Emotion 1: i feel so much better now Q-value: -0.45
• MoE Joy Emotion 2: i want to do that myself . Q-value: -0.22
• MoE Optimism Emotion 1: be proud of yourself and happy for the first time i ’ve

been able to make a great life . Q-value: 0.29
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• MoE Optimism Emotion 2: be proud of yourself and be happy for the first time i ’ve
been to a great life . Q-value: 0.09

• MoE Anger Emotion 1: it ’s so much easier to say than done ! Q-value: -0.50
• MoE Anger Emotion 2: i need to start doing something productive , but i ’m not

doing anything . Q-value: -0.11
• MoE Sadness Emotion 1: i just started a year ago and i ’m not sure what to do .

Q-value: 0.16
• MoE Sadness Emotion 2: i ’ve been trying to find some new songs that are n’t a thing

. Q-value: 0.12

• Final Bot Response: i ’m glad you ’re able to find a great life ! Q-value: 0.40

• GPT-based Next-user Response: yes , life feels young and happy again .

2. Turn 1: (...) yes , life feels young and happy again .

• MoE Primitive 1: i feel the same way . Q-value: 0.061
• MoE Primitive 2: i ’ve been through a lot of pain , but i do n’t know how to do it .

Q-value: -0.045
• MoE Question 1: how do you feel about it ? Q-value: -0.35
• MoE Question 2: i can understand that . how do you cope with this ? Q-value: 0.03
• MoE Exploration 1: but that ’s how i feel about it and i ’m not going to be able to

enjoy it . Q-value: 0.15
• MoE Exploration 2: because it ’s not a good feeling to be able to do something i

Q-value: -0.56
• MoE Positive Sentiment 1: be proud of yourself and be the best part of life , i ’m

happy that you ’re happy . Q-value: 0.85
• MoE Positive Sentiment 2: i hope i can find a great life too ! Q-value: 0.65
• MoE Negative Sentiment 1: i do n’t know if it ’s going to be the problem . Q-value:

-0.22
• MoE Negative Sentiment 2: yeah i feel like i have a hard time . Q-value: 0.18
• MoE Sentiment Coherence 1: i might try to get into the good stuff i ’m not going to

do . Q-value: 0.05
• MoE Sentiment Coherence 2: i ’ll be able to find the better , but i ’m not sure if i can

. Q-value: -0.19
• MoE Joy Emotion 1: i just enjoy playing music , and i ’m happy for myself . Q-value:

0.55
• MoE Joy Emotion 2: just in the mood , i ’m going to enjoy a bit of it . Q-value: -0.33
• MoE Optimism Emotion 1: just in the mood , i ’m going to enjoy a bit of it . Q-value:

-0.61
• MoE Optimism Emotion 2: i just enjoy playing music , and i ’m happy for myself .

Q-value: 0.28
• MoE Anger Emotion 1: i just started a new year ago and i ’m not a huge fan of the

music . Q-value: -0.43
• MoE Anger Emotion 2: why do you have to do this ? Q-value: -0.59
• MoE Sadness Emotion 1: got any hobbies that i feel like i ’m alone . Q-value: -0.13
• MoE Sadness Emotion 2: do you have any advice or am i just a little curious about

this ? Q-value: -0.08

• Final Bot Response: be proud of yourself and be the best part of life , i ’m happy
that you ’re happy .

• GPT-based Next-user Response: thank you i ’d proud of you ’ve been enjoy life too !

37



Published as a conference paper at ICLR 2023

A.11.3 REDDIT CASUAL, MOE-4 ENSEMBLE-Q

1. Turn 0: (...) when i actually look back at it , it ’s not bad .
• MoE Primitive 1: oh god those words mean a lot in general too . Q-value: 0.03
• MoE Primitive 2: when i m in a really bad mood , i ll have a look about myself .

Q-value: -0.05
• MoE Question 1: how do you know what ’s good ? Q-value: -0.25
• MoE Question 2: how in the world do you have all the time ? Q-value: -0.35
• MoE Exploration 1: and that ’s what i think of when i want to have a good idea .

Q-value: 0.52
• MoE Exploration 2: at least i have a couple of hours of listening to the same tunes .

Q-value: 0.28
• MoE Positive Sentiment 1: thanks for the good things , i ’ve found in 2018 , still ,

and if you like it ’s a little bit of inspiration , my own memories . Q-value: 0.16
• MoE Positive Sentiment 2: thank you for your recommendations , i definitely do n’t

have a fantastic artist , it ’s absolutely amazing to me , but i really want to learn more
Q-value: -0.4

• MoE Negative Sentiment 1: but on my mind , i ca n’t even focus on the music .
Q-value: -0.06

• MoE Negative Sentiment 2: but no i just do n’t know ... Q-value: 0.55
• MoE Sentiment Coherence 1: thanks for the recommendation i really enjoyed it !

Q-value: -0.04
• MoE Sentiment Coherence 2: that ’s what i ’ve heard about in the first place . Q-

value: -0.13
• MoE Joy Emotion 1: not bad , i have all my <unk> on the side and <unk> . Q-value:

-0.18
• MoE Joy Emotion 2: good for you , for me , my best friend is <unk> Q-value: -0.27
• MoE Optimism Emotion 1: good on you for the time , but it ’s actually a bit of

a hiatus from the genre your get to your development aspect , regardless of songs
Q-value: -0.67

• MoE Optimism Emotion 2: you know what i m missing out on . Q-value: 0.24
• MoE Anger Emotion 1: i do n’t like the term toxic masculinity , but i think this idea

of pride is accurately described . Q-value: -0.36
• MoE Anger Emotion 2: why do you think the weed smell is a good idea ? Q-value:

-0.64
• MoE Sadness Emotion 1: i do n’t have much of a high expectation in my life .

Q-value: 0.15
• MoE Sadness Emotion 2: i ’m no expert on turtles and different types of turtle

species , i just saw an interesting documentary on sea turtles . Q-value: -0.04

• Final Bot Response: but no i just do n’t know ... Q-value: 0.55

• GPT-based Next-user Response: i agree , just make sure what you want to do and
figure out how to proud

2. Turn 1: (...) i agree , just make sure what you want to do and figure out how to proud
• MoE Primitive 1: it has become an actual effect on my mood . Q-value: 0.65
• MoE Primitive 2: but i ’ve discovered that by not giving any fucks about what i want .

Q-value: 0.13
• MoE Question 1: how the fuck do you think about it ? Q-value: -0.06
• MoE Question 2: how are you enjoying life , what you used to do ? Q-value: 0.18
• MoE Exploration 1: that s why i have a favourite meme playlist right . Q-value:

-0.24
• MoE Exploration 2: for me , i do n’t know what a genre is hit these days . Q-value:

-0.34
• MoE Positive Sentiment 1: for me , i love the good drawing and trying to keep it up ,

but it s not a big deal , i like a lot of it Q-value: 0.23
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• MoE Positive Sentiment 2: good for you , for me , my best friend is music Q-value:

0.12
• MoE Negative Sentiment 1: i hate to admit it , i just look through the whole world .

Q-value: 0.08
• MoE Negative Sentiment 2: i hate to admit it , i do n’t know what i like to listen

Q-value: 0.28
• MoE Sentiment Coherence 1: taste is all subjective and i have no matter to taste or

texture other things on the genre . Q-value: -0.55
• MoE Sentiment Coherence 2: although i ’m on youtube , i enjoy old music . Q-value:

0.17
• MoE Joy Emotion 1: good for you , there s really no way to do it , but i m in the

mood for it , in my day Q-value: -0.23
• MoE Joy Emotion 2: good on you for the time , i think it ’s a little complicated haha

Q-value: 0.45
• MoE Optimism Emotion 1: good one , i have an amazing time , but , the little it can

be so challenging , especially to discover the passion . Q-value: 0.75
• MoE Optimism Emotion 2: this is the best recommendation ever , and at a good old

dance moves are n’t any other , or at the same time Q-value: 0.28
• MoE Anger Emotion 1: no taste in music , but the more <unk> ’ is my favorite song

ever on things . Q-value: -0.48
• MoE Anger Emotion 2: also , i have n’t watched an entire year of it . Q-value: -0.08
• MoE Sadness Emotion 1: why do i have to not use it ? Q-value: -0.0
• MoE Sadness Emotion 2: i do n’t know why i stopped putting on so much . Q-value:

0.15

• Final Bot Response: good one , i have an amazing time , but , the little it can be so
challenging , especially to discover the passion . Q-value: 0.75

• GPT-based Next-user Response: i already have a really vivid of memories of those
conversations , thats what i have heard from .

A.11.4 CORNELL MOVIE CORPUS, MOE-2 IQL

1. Turn 0: (...) excuse me
• MoE Primitive 1: you , huh ? is that you ? Q-value: 0.17
• MoE Primitive 2: i ’ll promise you . but i ’d not like one of them , do n’t worry .

Q-value: 0.28
• MoE Question 1: what ? what ? because he was worried about ? Q-value: -0.34
• MoE Question 2: what ? oh , i thought maybe you did too ? Q-value: -0.28
• MoE Exploration 1: he asked you for a few bucks ? i want him along , anyway

Q-value: 0.05
• MoE Exploration 2: i do n’t know . i ’ve been hearing from you since i left . Q-value:

-0.01
• MoE Positive Sentiment 1: he says you ’re very nice . he has a gun . Q-value: -0.46
• MoE Positive Sentiment 2: that ’s right . he said that his name was familiar and the

formal negotiation is handled ’ Q-value: 0.18
• MoE Negative Sentiment 1: i do n’t know . i packed up my shit and ran away to here

. Q-value: -0.22
• MoE Negative Sentiment 2: no , i was n’t gon na see you tonight . Q-value: -0.59
• MoE Sentiment Coherence 1: i do n’t know what happened . i ’ve never been there

before . Q-value: 0.05
• MoE Sentiment Coherence 2: i do n’t know . i was with him and you ’re all i know

is that these years i thought you were going to do it Q-value: -0.35
• MoE Joy Emotion 1: i ’m glad you got your memory back , father ? Q-value: 0.33
• MoE Joy Emotion 2: haha , it is all good . Q-value: -0.17
• MoE Optimism Emotion 1: i ’m so sure you do . and he ’s got lots of friends left

Q-value: -0.07
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• MoE Optimism Emotion 2: i was n’t saying anything . i was singing . Q-value: 0.16
• MoE Anger Emotion 1: What ? you do n’t pull that ? Q-value: -0.77
• MoE Anger Emotion 2: you did n’t work for him , did n’t you ? Q-value: -0.56
• MoE Sadness Emotion 1: he does n’t like me ? Q-value: -0.15
• MoE Sadness Emotion 2: i ’m sorry , i was n’t feeling that way . Q-value: 0.21

• Final Bot Response: i ’m glad you got your memory back , father ? Q-value: 0.33

• GPT-based Next-user Response: sure yea . you see i should worry nothing and do
exactly as said

2. Turn 1: (...) sure yea . you see i should worry nothing and do exactly as said
• MoE Primitive 1: i went down to meet the president . Q-value: -0.14
• MoE Primitive 2: he ’s the one i told him you . Q-value: 0.08
• MoE Question 1: what ? what did you think he wanted to do , then ? Q-value: -0.35
• MoE Question 2: what did you think ? when did you talk about it ? Q-value: -0.05
• MoE Exploration 1: i ’m a little girl . if you do n’t get me a girlfriend , maybe five

bucks . Q-value: -0.20
• MoE Exploration 2: it was like tommy was possessed or something . there was a hate

in his eyes that i could n’t really call human . Q-value: -0.41
• MoE Positive Sentiment 1: it ’s so nice to see you again . Q-value: 0.45
• MoE Positive Sentiment 2: it was so cool . you know who ’s being a jerk . Q-value:

0.05
• MoE Negative Sentiment 1: i do n’t want to be a fool . you do n’t want to look ?

Q-value: -0.04
• MoE Negative Sentiment 2: i do n’t care what you say ! i do n’t want to fight you .

kinda <unk> . Q-value: -0.46
• MoE Sentiment Coherence 1: no . i think he ’s in the house . Q-value: -0.43
• MoE Sentiment Coherence 2: i do n’t know what else you ’d call it . Q-value: -0.35
• MoE Joy Emotion 1: it ’s not that bad , it just the way you always wanted it to be , or

did you ? Q-value: 0.33
• MoE Joy Emotion 2: there you go . i like you . Q-value: 0.34
• MoE Optimism Emotion 1: i ’m sure he ’s very flattering , birdie , and i ’m sure there

’s nothing wrong with that . Q-value: -0.25
• MoE Optimism Emotion 2: he said it ’s up to us . Q-value: 0.02
• MoE Anger Emotion 1: you do n’t get paid till you calm down . you ’re sure you

want to stay ? Q-value: -0.26
• MoE Anger Emotion 2: you say that because you have no idea ? Q-value: -0.31
• MoE Sadness Emotion 1: no , i ’m surprised what three years ago . i do n’t know .

Q-value: -0.05
• MoE Sadness Emotion 2: i ’m sorry , i was n’t feeling like this , all . Q-value: -0.10

• Final Bot Response: it ’s so nice to see you again . Q-value: 0.45

• GPT-based Next-user Response: we think about you too , love you ,

A.11.5 CORNELL MOVIE CORPUS, MOE-2 KLC

1. Turn 0: (...) excuse me
• MoE Primitive 1: you , huh ? is that you ? Q-value: -0.42
• MoE Primitive 2: jesus , not sure . how are you ? Q-value: -0.24
• MoE Question 1: what ? what ? you think he wanted to kill the baby ? Q-value:

-0.091
• MoE Question 2: what ’s the matter ? Q-value: -0.080
• MoE Exploration 1: i ’ll destroy you , i swear it . Q-value: -0.51
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• MoE Exploration 2: he asked you for a few bucks ? do you want him along ? Q-value:

-0.13
• MoE Positive Sentiment 1: sure , i ’d love to see you again . Q-value: -0.07
• MoE Positive Sentiment 2: it ’s so beautiful . he was crazy about you . Q-value: 0.37
• MoE Negative Sentiment 1: i do n’t want to hear it . i know you ’re talking to him .

Q-value: -0.11
• MoE Negative Sentiment 2: i did n’t want to get involved . did you ever think to work

with the police station chiefs . Q-value: -0.24
• MoE Sentiment Coherence 1: i do n’t know what else you ’d call it . Q-value: -0.26
• MoE Sentiment Coherence 2: i was tired , what is that for ? Q-value: -0.26
• MoE Joy Emotion 1: he ’s likely to be in love with you . Q-value: -0.24
• MoE Joy Emotion 2: i ’ll be right there . i ’ll have the money , you got that go .

Q-value: 0.25
• MoE Optimism Emotion 1: i ’m sure you ’ll remember that , in the first date ?

Q-value: 0.25
• MoE Optimism Emotion 2: i ’m surprised you do n’t know . when i was a kid , i live

off the street . Q-value: 0.12
• MoE Anger Emotion 1: you do n’t sound like it ! Q-value: -0.61
• MoE Anger Emotion 2: you were n’t attracted to him ? Q-value: -0.11
• MoE Sadness Emotion 1: i ’m sorry , i do n’t know how to make it out . Q-value:

-0.17
• MoE Sadness Emotion 2: i ’m sorry , i do n’t know what to say . Q-value: 0.05

• Final Bot Response: it ’s so beautiful . he was crazy about you . Q-value: 0.37

• GPT-based Next-user Response: i ’m glad to know . but tonight mr. wade may not
come here .

2. Turn 1: (...) i ’m glad to know . but tonight mr. mel may not come here .
• MoE Primitive 1: certainly , when i get to go up to your room . Q-value: -0.33
• MoE Primitive 2: no . do n’t even be serious . but i ’m telling me the truth . Q-value:

-0.21
• MoE Question 1: what do you think he got to lose ? Q-value: -0.06
• MoE Question 2: then what ’s he talking about ? i ’m sorry . Q-value: -0.10
• MoE Exploration 1: i just want to hear the details ... Q-value: 0.39
• MoE Exploration 2: i do n’t want to hear you anymore . you made love ? Q-value:

-0.09
• MoE Positive Sentiment 1: yes . i can live here with you Q-value: 0.25
• MoE Positive Sentiment 2: right , youth . that ’s why i need you to lead the troops .

Q-value: -0.45
• MoE Negative Sentiment 1: i do n’t know . he fell for you . Q-value: -0.35
• MoE Negative Sentiment 2: i do n’t blame him . what happened ? Q-value: 0.01
• MoE Sentiment Coherence 1: but you did n’t think about it . what ’s the one said .

Q-value: -0.08
• MoE Sentiment Coherence 2: i do n’t know . i thought i might . but i ’m sure he ’s

quite human . Q-value: -0.06
• MoE Joy Emotion 1: it ’s just you know , i mean . it ’s been a pleasure . Q-value:

• MoE Joy Emotion 2: i ’m sure he ’s the right person . Q-value:

• MoE Optimism Emotion 1: yeah , i know . it ’s been so long . Q-value: -0.18
• MoE Optimism Emotion 2: i ’m sure you have n’t done anything . Q-value: -0.22
• MoE Anger Emotion 1: what ? i do n’t know what else ? Q-value: 0.13
• MoE Anger Emotion 2: you do n’t have to prove it ? Q-value:

• MoE Sadness Emotion 1: i was n’t aware of that . but this is the beauty of it . Q-value:

0.55
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• MoE Sadness Emotion 2: clark . i would n’t want to come in tonight . Q-value:

-0.24

• Final Bot Response: i was n’t aware of that . but this is the beauty of it . Q-value:

0.55

• GPT-based Next-user Response: i ’m surprised you do n’t know . he said some
good thing about you too

A.11.6 CORNELL MOVIE CORPUS, MOE-2 ENSEMBLE-Q

1. Turn 0: (...) excuse me
• MoE Primitive 1: i ’ll promise you . but i do n’t have any new evidence . Q-value:

-0.19
• MoE Primitive 2: no , it ’s not the same thing . you do n’t have the same . Q-value:

-0.26
• MoE Question 1: what ? what do you think happened here ? Q-value: 0.45
• MoE Question 2: what did you think ? i ’m going to tell you what . it ’s over , boy .

Q-value: 0.11
• MoE Exploration 1: it ’s a lot of money for you to do . you know , i mean , you know

, i ’m not going to do that Q-value: 0.04
• MoE Exploration 2: it ’s the only way i can do it . i ’m not going to be a writer .

Q-value: 0.05
• MoE Positive Sentiment 1: yes . it ’s very nice . Q-value: -0.20
• MoE Positive Sentiment 2: yes , it ’s true . Q-value: -0.32
• MoE Negative Sentiment 1: i do n’t want to be here . i ’m not in love with you .

Q-value: -0.25
• MoE Negative Sentiment 2: do you want to be sure ? i want to know what you want .

Q-value: -0.16
• MoE Sentiment Coherence 1: i do n’t know what you ’re talking about . Q-value:

-0.15
• MoE Sentiment Coherence 2: you do n’t have to be a cop . you ’re not going to be

there . Q-value: 0.03
• MoE Joy Emotion 1: i ’m so sure you could have been anything ? Q-value: -0.28
• MoE Joy Emotion 2: it was you , was n’t it ? i ’ve seen your show . Q-value: 0.11
• MoE Optimism Emotion 1: it ’s not your fault . Q-value: 0.15
• MoE Optimism Emotion 2: that ’s all right , you ’re gon na be fine . Q-value: -0.51
• MoE Anger Emotion 1: you do n’t pull that kick out your ass , you ’ll try ? Q-value:

-0.26
• MoE Anger Emotion 2: you do n’t have to do this to me ! Q-value: -0.53
• MoE Sadness Emotion 1: i ’m sorry , i did n’t know it . all i know is he did n’t get to

be here first . Q-value: 0.23
• MoE Sadness Emotion 2: i ’m sorry to trouble you , but i have to . Q-value: 0.15

• Final Bot Response: what ? what do you think happened here ? Q-value: 0.45

• GPT-based Next-user Response: jesus , not sure . huh ? is that you ?

2. Turn 1: (...) jesus , not sure . huh ? is that you ?
• MoE Primitive 1: we ran up against a platoon of soldiers . there were actually walking

dead . Q-value: -0.05
• MoE Primitive 2: no . it ’s him , but he did n’t make the choice . Q-value: 0.87
• MoE Question 1: what ? what would you think ? i ’m going to be here . i ’ve never

seen this guy . Q-value: 0.75
• MoE Question 2: what did you think ? when did you talk about it ? Q-value: 0.18
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• MoE Exploration 1: that ’s all i ever wanted . a man with the world without a different
girl from one , desert one ’s a dead , and later . Q-value: -0.51

• MoE Exploration 2: i dunno ... police . Q-value: -0.02
• MoE Positive Sentiment 1: it was like , was n’t it ? you ’re far too good . Q-value:

-0.44
• MoE Positive Sentiment 2: it ’s so nice to see you again . Q-value: -0.56
• MoE Negative Sentiment 1: oh , i do n’t care . but it ’s got to be different . Q-value:

-0.11
• MoE Negative Sentiment 2: i do n’t want to hurt you . he ’s not trying to get involved

. Q-value: -0.30
• MoE Sentiment Coherence 1: no . i was just going to say , you know . Q-value:

-0.45
• MoE Sentiment Coherence 2: i do n’t know what else you ’d call it . Q-value: -0.53
• MoE Joy Emotion 1: i can be sure of that when you want your opinion . Q-value:

-0.07
• MoE Joy Emotion 2: it was so obvious . i mean , all of nicky ’s half assed mechanics

, they were real signal happy . Q-value: 0.28
• MoE Optimism Emotion 1: i ’m sure he ’s very flattering , birdie , and i ’m sure there

’s nothing wrong with that . Q-value: -0.15
• MoE Optimism Emotion 2: there you go . that ’s the truth . Q-value: 0.08
• MoE Anger Emotion 1: you do n’t like him , do you ? Q-value: -0.07
• MoE Anger Emotion 2: he ’s sleeping in the back , does n’t he ? Q-value: -0.31
• MoE Sadness Emotion 1: no i was right behind you , but you ’re too dumb to turn

around . Q-value: 0.07
• MoE Sadness Emotion 2: i do n’t know , i ’ve seen him . that ’s the name of a man i

thought . Q-value: -0.25

• Final Bot Response: no . it ’s him , but he did n’t make the choice . Q-value: 0.87

• GPT-based Next-user Response: that left me a surprise . did he say something ?
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B EXPERIMENTAL DETAILS

This section describes more details about our experimental setup to evaluate the algorithms.

B.1 KL-CONTRASTIVE CONSTRAINT

Recall that the main purpose of the KL-constraint is to enforce consistency in the latent variables
predicted by the semantic generator and the posterior. However, since both G0(z0

|z) and ⇢(z0
|z, Y )

are both models to be learned, if the data can be modeled with a single, stationary LM that does not
depend on the latent space, one trivial degenerated solution (that satisfies the KL constraint) is to
have both of these models output very small values, which would impede the generalizability (and
diversity) of the LM embedding, especially to unseen conversations. Utilizing analogous arguments
as in Shu et al. (2020); den Oord et al. (2018) that connects KL distribution matching and mutual
information maximization in representation learning, we tackle this issue by considering the KL-

contrastive constraint, i.e., let F (z, Y ) := KLz0
�
⇢(z0|z, Y ) || G0(z

0|z)
�
, we replace the constraint in

the optimization problem in (1) with

bEz=�(X),Y ⇠D

h
F (z, Y ) + ↵ · log exp(�F (z, Y ))R

Y 0 exp(�F (z, Y ))

i
 ✏KL,

where ↵ > 0 is a trade-off factor in the KL-constrastive constraint. While the first part of the
constraint limits F (z, Y ), the second part enforces F (z, Y ) to a much higher value in the positive
samples (w.r.t. ground-truth next utterance) than in the negative samples (w.r.t. other next-utterance
candidates). Therefore, this constraint can prevent the aforementioned degeneration issue and inject
flexibility to control the size of the latent representation space.

B.2 DISCRETIZATION OF � AND Gi

Inspired by various works which use discrete bottlenecks (Razavi et al., 2019; Hafner et al., 2020;
Yang and Nachum, 2021), we employ discretization of � and G0 to encourage better generalization
to out-of-distribution inputs. Specifically, we parameterize �(X) = disc16(e�(X)), where the output
of e� is a continuous-valued vector in Rd and the discretization operator discK works as follows:

• Given vector v 2 Rd, split v into v1, . . . , vd/K vectors, each of size K.
• For each vi, sample a one-hot vector v0

i of size K based on a softmax categorical distribution
with logits given by vi.

• Concatenate the vectors v0
i to yield a multi-hot vector v0 of size d.

• When computing the backward pass on v0, use straight-through gradients; i.e., @v0
i

@vi
=

@softmax(vi)
@vi

.

We similarly discretize z0, the output of G0. Namely, we first parameterize Gi as a Gaussian and then
discretize that to form a multinomial distribution that produces multi-hot (d/K-hot, K = 16) vectors.
We employ the same discretization for the experts Gi and the prior ⇢(z0

|z, Y ).

To avoid convergence to local minima for �, we employ an entropy regularizer on the discrete distri-
bution it is sampled from. Namely, we use an adaptive entropy regularizer in the style of (Haarnoja
et al., 2018) with a fixed target entropy that is a hyper-parameter.

B.3 MODEL PARAMETERS

In this section, the model parameters are described for MoE-1, 2, 3 and 4. All of these models
represent Mixture of Experts and are based on transformer (Vaswani et al., 2017). Transformer
is an encoder-decoder based model that uses self-attention to capture relationships between the
elements of the sequence. In our implementation, we used multi-head attention with implemen-
tation similar to https://www.tensorflow.org/text/tutorials/transformer#

point_wise_feed_forward_network.

MoE-1 and MoE-2 use the simple transformer architecture, while MoE-3 and MoE-4 use the same
encoder architecture as BERT (Devlin et al., 2018). MoE-1 uses much smaller latent distribution
models {Gi} than MoE-2; MoE-3 uses the pre-trained BERT encoder https://tfhub.dev/
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tensorflow/bert_en_uncased_L-12_H-768_A-12/4, while MoE-4 trains that from
scratch.

The transformer model parameters for the simple transformer architecture are summarized in Table
11:

Parameter Value

Number of layers 2
Embedding hidden size 256
FFN inner hidden size 512
Attention heads 8
Key size 256
Value size 256
Dropout 0.1

Table 11: Simple Transformer Architecture

The BERT based transformer model is similar to the architecture from Table 11. The differences for
a pre-trained BERT model are captured in Table 12.

Parameter Value

Embedding hidden size 768
Number of layers 12
Attention heads 12

Table 12: BERT-based Transformer Architecture

The differences for a BERT model we train from scratch are captured in Table 13.

Parameter Value

Embedding hidden size 768
Number of layers 2
Attention heads 8

Table 13: Trainable, Smaller “BERT”-based Transformer Architecture

Latent distributions {Gi} are implemented as FFN that model mean and variance of the normal
distribution. The MoE-1, 2, 3, 4 use different values for the hidden size of the neural network.
Additionally, MoE-1 and 3 use target entropy of 0.1, MoE-2 and 4 use target entropy of 1.0. The
common parameters for FFN are captured in Table 14 (note: FFN has a final layer without an
activation).

Finally, Table 15 shows individual parameters distinct for each of MoE models.

B.4 COMPUTATIONAL RESOURCES

Training and evaluation were run on 8 GPU instances with 20GB of RAM and a NVIDIA Tesla P100
graphics card.

B.5 DATASET

We trained our models on Reddit Casual and Cornell Movie conversational datasets. Both datasets
were downloaded from Neural Chat datasets of the MIT Media Lab https://affect.media.
mit.edu/neural_chat/datasets. They contain conversational exchanges between pairs of
speakers. Each batch of training data contains a subset of such conversations. The Reddit Casual is
about 3 times bigger than Cornell corpus.
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{Gi} FFN parameter Value

Number of layers 1
Activation tanh

Table 14: {Gi} FFN architecture

MoE model parameter {Gi} FFN hidden size Embedding hidden size Uses BERT encoder Pre-trained BERT

MoE-1 32 128 No N/A
MoE-2 128 128 No N/A
MoE-3 256 768 Yes Yes
MoE-4 256 768 Yes No

Table 15: MoE parameters

B.6 EXPERT LABEL FUNCTIONS

During EXP2, we define several types of language experts whose utterance outputs can constitute to
smooth bot responses when used in dialogue interactions with users.

The first type of experts we aim to create is sentiment-based, because a fluent expression of emotions
is important for creating a sense of understanding in human conversations. To quantify the emotional
tone of a bot utterance, we use a state-of-the-art (e.g., RoBERTa Sentiment (Liao et al., 2021))
sentiment detector, which outputs 2 sets of prediction probabilities – (i) whether a bot utterance
is of positive, neutral, or negative sentiment; (ii) whether the bot utterance falls into any of the 4
more-refined emotions: {joy, optimisim, sadness, anger}.

Neglecting the neutral sentiment output, we define 6 sentiment labeling functions: `pos-sent(Y ),
`neg-sent(Y ), `joy(Y ), `optimism(Y ), `anger(Y ), `sadness(Y ), which outputs a score that depends on senti-
ment prediction probability of any candidate bot utterance. We can also create a sentiment-empathetic

expert whose utterances will be coherent with the user’s sentiment.

RoBERTa gives scores for each of the 6 categories listed above, which then are summed weighted by
the coefficients in Table 16 to produce the sentiment-based score:

Sentiment Coefficient

pos-sent 0.5
neg-sent -0.5
joy 0.5
optimism 1
sadness -1
anger -0.5

Table 16: Sentiment Based Label Coefficients

To quantify sentiment coherence between the user and bot, the labeling function `sent-coh(X, Y ) cal-
culates the cosine similarity of user-bot sentiment embeddings (which corresponds to the logit
vector of the first set of RoBERTa predictions) in the conversation history. Concretely, it’s
implemented using tf.keras.losses.cosine_similarity (https://www.tensorflow.org/api_
docs/python/tf/keras/losses/cosine_similarity).

The second type of experts of interests is engagement-based, whose goal is to encourage user’s
participation in the conversation. One primary candidate is the question expert, because having a bot
that is appropriately inquisitive demonstrates the system’s attentiveness to users, and thereby also
increases user’s responsiveness. To characterize whether a bot utterance is linked to a question, we
define the label function `question(Y ) which outputs 1 when both a question word and a question mark
are present and 0 otherwise. Another engagement skill of interests is exploration, i.e., the expert is
able to change the tone or topic of conversations to avoid having a stale conversation. To measure the
amount of exploration, in the label function `exp(X, Y ) we utilize a sentence encoder (e.g., USE (Cer
et al., 2018)) to encode both the conversation history and the bot utterance and output the negative
cosine similarity between these two embeddings.
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(a) Phase 1 Raters’ Evaluation Template (b) Phase 2 Raters’ Evaluation Template

Figure 3: Evaluation Template for Running Human Rater Experiment to Study Semantic Diversity and Expert
Construction in Language Models.

B.7 RL REWARDS

For EXP3, the reward for RL-based dialogue management is defined as r(X, a, X+) = �1`sent(X+)+

�2(`sent(X+) �
1��
1��L

PL�1
l=0 �l`sent(Xl)), where the linear combination weights (�1, �2) =

(0.75, 0.25) correlate with Ghandeharioun et al. (2019), and `sent(X) is the same RoBerTa-based
sentiment labeler as in EXP2, which assigns a score from [�1, 1] that is proportional to the positive
sentiment and inversely proportional to the negative sentiment prediction probabilities. Intuitively, �1
assigns weight to sentiment-based score of the next user response X+. �2 assigns weight to transition
of user sentiment, which we define as the difference between sentiment-based score of next user
response and discounted sentiment-based score of the current conversation.

B.8 HUMAN EVALUATION EXPERIMENTS

We recruited 80 workers to provide a total of 1250 ratings of the bots’ quality, in terms of fluency,
diversity (phase 1), and the characteristics of the experts (phase 2). Evaluating these language models
with humans particularly tests these models’ capabilities on generalization, since humans have the
final say on judging whether a model response is natural or not. We consider three types of human
annotation: fluency, diversity, and relevance w.r.t. expert skills. Annotators are asked to evaluate the
fluency, diversity, and expert skills of each individual sample on a scale of 0 to 1. For example, in
the fluency rating 0 corresponds to “not fluent at all” and 1 corresponds to “very fluent”. We obtain
500 annotations to evaluate fluency/diversity (phase 1) and 750 annotations to compute relevance on
expert skills (phase 2).
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Primitive Discovery (Phase 1) To evaluate the quality of representation space learned during
primitive discovery, we conducted human evaluations on two metrics: (i) diversity and (ii) fluency.
Let N be the number of input-output sentence pairs used for evaluating an arbitrary language model,
S(N) be the number of similar sentences (each with diversity score below 0.5) out of N total
sentences, G(N) be the number of incomprehensible sentences (each with fluency score below
0.5) out of the total of N sentences. Then, diversity metric is given by (1 � S(N))/N , and the
fluency metric is given by (1 � G(N))/N . To test for generalization, for each language model under
evaluation we randomly generated N = 100 input-output utterances that has not been seen in training,
saved each on a Google form shown in Figure 3a and employed a group of 50 raters to obtain S(N)
and G(N) for all the language models.

Expert Characteristics (Phase 2) To evaluate the quality of expert characteristics in a language
model, we conducted human evaluations on two metrics: (i) expert skill and (ii) fluency. Expert skill
is uniquely defined for each chosen expert based on a specific expert label function (see Appendix
B.6 for details). In particular, let N be the number of input-output sentence pairs used for evaluating
an arbitrary language model, Sskill type(N) be the number of sentences appropriate to a skill type (each
with score above 0.5) out of the total of N sentences, then skill metric is given by Sskill type(N)/N .
Similar to the Phase 1 evaluation, let G(N) be the number of incomprehensible sentences out of the
total of N sentences, then the fluency metric is given by (1 � G(N))/N . To test for generalization,
for each expert skill and each language model under evaluation we randomly generated N = 50
input-output utterances that has not been seen in training, saved each on a Google form shown in
Figure 3b and employed a group of 30 raters to obtain Sskill type(N) and G(N) for all the language
model and skill pairs.
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