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Appendix

A Broader Impact

To study the vulnerabilities of federated learning, we propose a model-based reinforcement learning
attack framework. Our work shows that non-myopic attacks can break federated learning systems
even when they are equipped with sophisticated defense rules. This reveals the urgent need of
developing more advanced defense mechanisms for federated learning systems. While we have
focused on adversarial attacks against federated learning in our work, we note that one possible
solution to defending RL-based attacks would be to dynamically adjust FL. parameters such as the
subsampling rate or the aggregation rule. Future work is needed to identify how best to do so.

B Algorithms

Algorithm 1 gives the framework of a standard federated learning algorithm where the aggregation
function, Aggr(-), can be either a simple average or a robust aggregation rule. Algorithm 2 gives
the details of our distribution learning procedure. The algorithm first initializes D, cconstructed With
attackers’ local data. A synthetic noisy dataset is built by adding Gaussian noise to D, .cconstructed-
A denoising autoencoder is then learned using paired clean data and noisy data. In each FL epoch,
a batch of dummay data samples are first generated randomly, which are then updated iteratively
by matching their average gradient with the aggregated gradient estimated from received model
parameters. When no attacker is sampled in an FL epoch, the same process is applied by reusing the
most recent model parameters received from the server. Due to the randomness of the algorithm, new
data samples are generated and added (after denoising) to D, cconstructed in €ach FL epoch during
distribution learning.

C Discussion on Gradient Inversion Attacks and Defenses

Although federated learning is expected to protect clients’ local data, it has been recently observed
that sensitive information can still be inferred from the gradients or model updates shared by
clients [16, 38]. In particular, it is shown in [38, 37] that using an optimization based approach,
a curious server can extract both the training inputs and labels from the gradients shared by a
client for a small batch size (< 8). This approach is further improved in [13], where it is shown
that by exploiting a magnitude-invariant loss, the proposed inverting gradients (IG) method can
reconstruct images in deep non-smooth architectures even in batches of 100 images. More recently,
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Algorithm 1 Federated Learning

Input: Initial weight §°, K workers indexed by k, size of subsampling w, local minibatch size B,
step size 7, number of global training steps 7~
Output: 7
Server executes:
fort =0to7 —1do
St « randomly select w workers from K workers
for each worker j € St in parallel do
95" < WorkerUpdate(j, 6")
end for
gt — Aggr(gitt gt ki€ S
0t+1 - 915 _ 77gt-H
end for
WorkerUpdate(j, 6):
Sample a minibatch b of size B
9 < % Zzeb V@f(e, Z)
return g to server

Algorithm 2 Distribution Learning

Input: number of steps for distribution learning 7z, number of iterations for each step max_iter,
learning rate for FL 7 learning rate for inverting gradients 7', number of reconstructed data per
epoch B’, and model parameters {#*(7)}
OUtPUt: Dreconstructed
DReconstructed <— M attackers’ local data
Dy oisy < Add Gaussian noise t0 Dyeconstructed and clip data to the valid range
Train a denoising autoencoder Agenoise USING Dyeconstructed and Dy oigy
for 7 = 0to 7 do
Generate D gymmy With B’ random data and label pairs
Compute aggregated gradient g7 « (91— — (7)) /(n(t(1) — t(1 — 1)))
for ¢« = 0 to max_iter — 1 do
qummy (0) <« % Z($j7yj)EDdu'n”ny 6(07 (:Eja y]))
Vo Faummy(057).57
Lel- |\éeqummy(‘gt(*))\)l'ﬁézH + g Z(wa‘M)EDdummy TV ()
x5 — x5 =0V, Ly; —yj —n'Vy, L, Y(25,95) € Daummy
end for
Denoise the dummy batch D gymmy USing Agenoise and add it to Dyeconstructed
end for

the GradInversion method [35] and gradient inversion with a trained generative model [17] are capable
of reconstructing individual images with high fidelity from averaging gradients even for complex
datasets like ImageNet [10], deep networks, and large batch sizes. Several approaches have been
proposed to counter inference attacks. This includes methods that inject a limited amount of statistical
noise into model updates [1, 14] and approaches that learn to perturb data representation [27] such
that the data reconstructed from the perturbed representation is dissimilar to the raw data, while FL
performance is maintained. However, it is unclear if these defenses can provide sufficient protection
in the face of more advanced attacks. Further, they introduce extra overhead on the client side. On the
other hand, our attack framework only requires a rough estimate of the joint distribution of clients’
local data and can tolerate a certain level of inaccuracy in the learned dataset, which provides the
attacker with extra flexibility.

D Proof of Theorem 1

D.1 Preliminaries

Our theoretic analysis relies on the following definitions and results. First, we formally define the
Wasserstein distance [30], which will be used to measure the distance between the estimated and true



data distributions as well as the distance between the corresponding transition dynamics introduced
by different data distributions.

Definition 1. (Wasserstein distance) Let (M, d) be a metric space and P,,(M) the set of all probabil-

ity measures on M with finite pt" moment, then the p*"* Wasserstein distance between two probability
distributions 1 and i in P,(M) is defined as:

1/p
Wy (1, po) = (jig‘gffd(sl,sz)Pj(sl,SQ)dsld82>

where [J is the collection of all joint distributions j on M x M with marginals p11 and pis.

In the following, we focus on 1-Wasserstein distance and denote W (1, p2) 1= Wi (1, uo). Wasser-
stein distance is also known as “Earth Mover’s distance” and measures the minimum expected distance
between two sets of points where the joint distribution is constrained to match their corresponding
marginals. Compared with Kullback-Leibler (KL) divergence and Total Variation (TV) distance,
Wasserstein distance is more sensitive to how far the points are from each other [4].

We will also need the following special form of Lipschitz continuity from [4].
Definition 2. (Lipschitz Continuity) Given two metric spaces (M1, d;) and (Ma, ds), a function
f: My — My is Lipschiz continuous if the Lipschiz constant, defined as
da(f(s1), f(s2))
Kg, q = sup —
iz (f) s16My,5,eM,  d1(81,82)
is finite. Similarly, a function f : My x A — My, is uniformly Lipschitz continuous in A if:

dQ(f(Slva)a f(327(1))
K4 1= sup su
du.dz (f) ae}z Sl,g)z dl (517 82)

is finite.

Let M = (S, A, T,r) be a generic MDP, where S and A denote the state space and the action space
respectively, T'(s'|s, a) denotes the probability of reaching a state s’ from the current state s and
action a, and r(s, a, s") denotes the reward given the current state s, action a, and the next state s’.
We then introduce the concept of Lipschiz model class from [4], which allows us to represent the
stochastic transition dynamics of an MDP as a distribution over a set of deterministic transitions.

Definition 3. (Lipschitz model class) Given a metric state space (S, dg) and an action space A, let
Fy be a collection of functions: Fy = {f : S — S} distributed according to g( f|a) where a € A. We
say that Iy is a Lipschitz model class if

Kp = sup Kgg a5 (f)
feFy

is finite. We say that a transition function T is induced by a Lipschitz model class Fy if T(s'|s, a) =
25 L(f(s) = §')g(f|a) for any s,s" € S and a € A.

We will later show that the transition dynamics of our MDP model for attackers is induced by a
Lipschitz model class.
Finally we give a formal definition of finite-horizon value functions [29].
Definition 4. Given an MDP M and a stationary policy , the value function of w at time l is defined
as Vi (s) == Exp[ f:l r(s',a)|st = s], where r(s,a) = By r(|s.a)lr(s,a, )] Vi)
satisfies the following backward recursion form:

Vii(8) = Eaniolr(s,a) + ) T(5']5,0) Vi 111 ()]

s’eS

with Vi i 1(8) = BEawn(s)[r(s,a)]. The optimal value function is defined as V3 (s) :=
max, Vi ,(s) for any s.

To analyze the impact of inaccurate transition probabilities on the value function, we also make use
of the following lemmas [4].



Lemma 1. Given two distributions p, and s over states S, a transition function T induced by a
Lipschitz model class F is uniformly Lipschitz continuous in action space A with a constant:

W(T(.|p1,a), T(.|p2,a))
K& (T) 1= sup su A ! <K
W’W( ) GGE M17lIA)2 W(:U'h ,L"Q) r

Lemma 2. Given a Lipschiz function f : S — R with constant K 44 g4, (f):
K ([ FOTE 180005 ) < K (98 ()

Below we state the assumptions needed for establishing Theorem 1. The first assumption models the
inaccuracy of distribution learning as well as the heterogeneity of benign workers’ local data.

Assumption 1. W (P, ﬁk) < 6 for any benign worker k.

We further need the following standard assumptions on the loss function.

Assumption 2. Let Z denote the domain of data samples across all the workers. For any s1,s2 € S
and 21,z € Z, the loss function 0 : S x Z — R satisfies:

|€(s1,21) — £(s2,22)| < L||(s1,21) — (82,22)|2  (Lipschitz continuity w.r.t. s and z);
[Vsl(s1,21) — Vsl(s1,22)|2 < L,|z1 — 22|2  (Lipschitz smoothness w.r.t. z);

U(s2,21) = U(s1,21) + (Vsl(s1,21),52 — 1) + S|s2 — 513 (strong convexity w.rt. s);

- U(s9,21) < U(s1,21) +(Vl(s1,21),82 — s1) + & >ls2 — 113 (strong smoothness w.rt. s);
. L(-,-) is twice continuously differentiable with respect to s.

LR W~

where [[(s1,21) = (s2,22) 3 := [[s1 = 523 + 21 — 223

For simplicity, we further make the following assumption on the FL environment, although our
analysis can be readily applied to more general settings.

Assumption 3. The server adopts FedAvg without subsampling (w = K ). All workers have same
amount of data (py, = % ) and the local minibatch size B = 1. In each epoch of federated learning,
each normal worker’s local minibatch is sampled independently from the local empirical data

distribution Pj,.

D.2 Measuring the uncertainty: from data distributions to total returns

Let M = (S, A,T,r, H) denote the true MDP for attacking the federated learning system, and
M = (S, A, T',r', H) the estimated MDP used in the policy learning stage, where T’ and 7’ are
derived from the estlmated joint data distribution {Pk} where Pk = Pk when k is an attacker and
Pk = P otherwise. Our main goal is to compare the optimal attack performance that can be obtained
from the true MDP M and that derived from the simulated MDP M. We will focus on understanding

the impact of inaccurate data distributions (obtained from distribution learning) and assume that other
system parameters are known to the attackers.

Without loss of generality, we assume that the M attackers’ indexes are from K — M + 1 to K. Let
[M] = {K — M +1,..., K} denote the set of attackers and ¢ = £ ;{M the fraction of benign nodes.
We consider the idealized setting where the M attackers are perfectly coordinated by a single leading
attacker. Because of these simplifications, the state s* in each epoch ¢ is completely defined by the
current model parameters 6¢. With a slight abuse of notation, we assume S = © in the following.

Let Tp(m) = B 10 [Srg! 7(s%, at, s*1)] denote the expected return over H attack steps under
the MDP M, pohcy 7 and initial state distribution ug. Let 7* be an optimal policy of M that

maximizes J (7). Define J () similarly and let 7* be an optimal policy for M, with the same
initial state distribution .

Our analysis is built upon the following lemma that compares the performance of 7* and that of 77*
with respect to the true MDP M. It extends a similar result in [36] to a finite-horizon MDP where the
reward in each step depends on not only the current state and action but also the next state. Note that
the lemma relies on the key assumption that both Vi ;(-) and V/a z() are L,-Lipschitz continuous



(with respect to the I, norm of states) for all . That is, [V ¥ ;(s1) — V¥ (s2)] < Ly|s1 — s22 for
any sp, s3 € S where L, is a constant independent of /. A similar requirement holds for V/a l() Let

W(Ta T/) = sup sup W(T(|87 a’)a T/('|Sv a))
acA seS

Lemma 3. Assume Assumption 1 and Assumption 2.1 holds and both V3, (-) and V/\f/i l() are
L.,-Lipschitz continuous for all l. Then, 7

| T (%) — T (7*)| < 2H[(L + L)W(T, T') + 2Le6)

Proof. Let F; be the expected return when 7* is applied to M for the first / steps, then switching to
M forlto H — 1. That is,

H-1
F = E Z ri(st,at, st
at~m¥(sh) =0

t<l:s'T~T'(stal),rt=r'

tZl:st+l~T(st,at),rt:r
By the definition of F}, we have Jy;(7*) = Fy and Ji;(*) = Fyr, which implies that T (m*) —
jM(W*) = Ii_l(Fl — F;11). Note that

=R _1+Egu Lal~T" W*[E I+ (s, z)[ (S al Sl+1) + V* iy +1( l+1)]]
.

ﬂ+1 =R 1+ Esl,al~T’,7r* [Esl+1~T’(sl,al)[r (5 y @ 75 ) + V./\/l7l+1(5l+1)]]
where R;_ is the expected return of the first [ — 1 steps, which are taken with respect to M. Thus,
F - E+1 = Esl,al~T’,7r* [Esl+1~T(sl,al) [T(Sla alv Sl+1)] - Esl+1~T’(sl,al) [T/(Sla ala Sl+1)]]
+ Esl,al~T’,7r* [EsHl««T(sl,al) [V/T/[,l+1(sl+1)] - IEs“r1~T’(sl,al) [V/\ﬂ;l,l+1(sl+1)]]
Define Gj‘%l(sl, al) := Esz+1~T(Sz7az)[VA*AJ(SZH)] - ]Esz+1~T/(sl7az)[V/{"/t,l(sl“)]. We have

H-1
Im(r*) = T (7*) = . (Fr = Fip)
=0
H-1
= E sbal ~T7 7% (ElerINT(Sl’al)[T'(Sl, al, Sl+1)] - Esz+1~T/(sz7az)[T/(sl, al, s”l)])
=0
H-1
+ Z Esl,al~T’,ﬂ'* [GM l(sl al)]
=0
H-1 K
= Esl Jal~T7 (E 1T (st az) ? 2 l+1 (sl))]
1=0 k=1
H—
— E L+1~T’ Z El l+1 / ) Z SI al'vT' Tk GM l(sl a;l)]
H— 1 K 1+1 1 / +1
;0 shal~T" ¥ Esl+1~T(sl,al)[? gl ék(S )] - Esl+1~T’(sl,al)[? ];1 Ek(s )]
H-1 1 K 1 K
+ Z Esl,al~T’,7‘r* (K Z 62(51) — ? Z Ek(sl)>
=0 k=1 k=1
H-1
+ Egt gl o% [Gj{z l<sl’ al)]
1=0 ’
where (i, (s) == E_ _p [€(s,2k)]. 03, (s) == E, _p [£(s,2,)] and the third equality follows from

the definition of reward function r(s, a,s’) = & Zle 0(s") — % Zszl li(s), and 1'(s,a,s’) =

2 YU () — & Sy G (s).



Since V¥ ; is L,-Lipschitz, we have |G*. (s,a)| < L,W(T(s,a),T"(s,a)) from the definition of
, M.l
1-Wasserstein distance. We further have

1 K
LS a Z 0(s () = u(5)
k=1

N\
D=

B
Il
_

M=

E,  ple(s,zk) —E, _p (s, 2k)

= =
=
]
I

LW (P, Py)

N
x|
=

N
™~
&

S

where the second inequality follows from the definition of 1-Wasserstein dlstance and Assumption 2.1,

and the last inequality follows from Assumption 1 and the fact that P, = Pk for any attacker k.
Similarly, we have

1 K
<E Z }ESRT s,a) [ek( )] - ]Es’~T/(s a [zk( )]}
k=1
1 K
:? ; ]Es’~T(s7a) zp~Dy [gk(s Zk)] Es’~T’(s,a),zk~15k [gk(s/’ Zk)]‘
=1

<SL(W(T,T') + €6),
where the last inequality follows Assumption 1, Assumption 2.1, and the property of 1-Wasserstein
distance with respect to product measures. Combining the above results, we have
TIm (™) — jﬂ(ﬂ'*) < H(L, + L)YW(T,T') + 2H Leé.
A similar argument shows that
jﬂ(%*) — Im(T*) < H(Ly, + L)W(T,T") + 2H Leé.
LetU := H(L, + L)W(T,T') + 2H Led. We have
TIm(m*) S Tig () + U < Tq(7%) + U < T (T*) + 2U.
O

As indicated in [36], an important obstacle to applying Lemma 3 to real reinforcement learning
problems is to bound the Lipschitz constant L, for optimal value functions. Further, we need to
bound W (T, T"), the 1-Wasserstein distance between two transition functions. We study these two
problems in the following two subsections, respectively.

D.3 Lipschitz constants of value functions

In this section, we show that the Lipschitz constant L, can be upper bounded for any optimal value
function in our setting. We first rewrite the update of model parameters in each epoch of FedAvg as
follows:

K

1 K—-M
fz(sa {gi}ie[M]) =85 77? ;1 VSZ(S7 Zk) + Z gk (])

k=K—-M+1

where s denotes the parameters of the current global model, z = {z;} denotes the set of data points
sampled by each worker. Note that the above equation gives the one-step deterministic transition
when the data samples are fixed. An important observation is that the transition function 7" is induced
by a Lipschitz model class F, = {f. : z € ZX}with g(f.|a) equal to the probability that z is



sampled according to the joint distribution [ [, P,. Similarly, 7" is induced by Fy ={f.:
z e ZE} with ¢'(f.|a ) equal to the probability that z is sampled according to the joint distribution

PE-MTTX /., Py This observation allows us to apply the techniques in [4] to bound the
Lipschitz constant L, of an optimal value function once we bound the Lipschitz continuity of
individual f,.

We first show that for any joint action @ = {g; }se[as], the deterministic transition f. (-, a) is Lipschitz
continuous with a Lipschitz constant Ky 44 (f (-, @)) that can be upper bounded independent of z.

Lemma 4. Assume Assumptions 2.3, 2.4, and 2.5 hold. For any Lipschitz model class F, = {f :
z € ZK}, we have Ky < max{e|l — nal, e[l —nj|}.

Proof. 1t suffices to show that for any action a, K 4 (f-(-,a)) < max{e|l — nal, e[l —np|}. By
(1), we have for any s1,s2 € S,

K—-M K-M

1 1
If=(s1,a) = f=(s2,a)|l2 = |51 — U 2 Vl(s1,2k) — (s2 — U 2 Vsl(s2, 2k))
k=1 k=1 2
(a) K—M
< E ||81 nVsl(s1,2K) — (52 — nVsl(s2, 21)) [
K—M _

o 1 Z < g f(&ch))
= = I—n——5—) (51— 52)

K & 0s? 5
© 1 5 02(5, 23,)
S 3 T sl

where (a) follows from the triangle inequality, (b) follows from the fact that ¢(s, z) is twice contin-
uously differentiable with respect to s and the mean value theorem, where s is a point on the line
segment connecting s; and so, and [ is the identity matrix with its dimension equal to the dimension
of the model parameters, and (c) is due to the Cauchy—Schwarz inequality.

By the strong convexity and smoothness of £(s, z) with respect to s, the eigenvalues of %

between « and 3 [22]. It follows that

0%0(5, 21,)
0s?

are

< max{|l —nal,[1 —nBl}, Vk

-
2

Therefore, for any s1, s2,

|f=(s1,a) = f=(s2, )2

[s1 — s22

< max{e|l — nal, el —np|}

By Definition 2, we then have

de,ds(fz(',a)) i= sup ”fz(317 )_ fz(32,a)H2

51,82 ”31 - 82H2
< max{e|l — nal, e[l —npB|}
O

Note that by using a small enough learning rate 7, Kz can be made less than 1 so that the one-step
deterministic transition becomes a contraction. We next show that the optimal value function V5 ,(-)

has a bounded Lipschitz constant. Note that the bound is independent of M; hence it also applies to
VE ()
M.l

Lemma 5. Assume Assumptions 2.1, 2.3, 2.4, and 2.5 hold. The optimal value function Vi (-) is
Lipschitz continuous with a Lipschitz constant bounded by ZH "YEKp)YL+ LKp).



Proof. The proof is adapted from the proof of Theorem 3 in [4]. Let Q}A7l(s,a)
7(s,a) + Xges T(s']s,a)Vi 141 (s") denote the state-action value function, where r(s,a) =
By 7(s|s,0)[7(5,a,5")]. We have for the optimal state-action value function

Q.ﬂ;\/l,l(&a) = T(87 a’) + Z T(S/|Sa a’) {11'1234( Q;k\/l,l-&-l(sla al)
s'eS

with @3 (s, a) = r(s,a). The Lipschitz constant of Q7 ; is bounded by:

K(i,dR(Q}ku,l) < Kc?s,dﬁ(r) + K&As,dm <Z T(S/\& a) g}g}Q.ﬁ/t,Hl(s/’ a’))

s’'eS
(a)
< de ap (1) + K(%,W(T)Kfs,dm(g}ngc?j/bhrl)

(b)K K4 o (T)K *
ds.de (1) + Koo w(T)KG, 4, (Qh141)

< K a, (r) + Ko w (DK a, (1) + K w (DK, 4, (Qhai12)]

A —l-1g-A
< K, ds,dR Z de, Kfs,dR(T)‘*‘KdS,W(T)H : 1de,dR(Q;kvt,H—1)

where (a) follows Lemma 2 and (b) is due to the fact that the max operator is 1-Lipschitz, that is,
K.,z (max(x)) = 1 [3]. From the definition of r(s, a), we further have

r(s1,a) — r(s2,a) 2 [k (s1) — lr(s2)| + — Z Egr ~1(s1,0) €k (51)] = By ot(sg,a) [0k (52)]]
k 1 k 1

< (L + LKy w(T))|s1 — 22

where (i(s) = E_ _p [{(s,zk)]. The first term of the second inequality comes from the
Lipschitz continuity of the loss function ¢, which gives |[¢x(s1) — ¢k(s2)| < L|s1 — sa|2 for
any k, and the second term follows from Lemma 2 by letting f(s) = {i(s), which gives

Ké“s’dk (Eg~r[le(s)]) < LK@‘},’W(T) for all k. Since the above inequality holds for any

a € A, r(s,a) is uniformly Lipschitz continuous in action space A with a Lipschitz constant
H—l

K a,(r) < L+ LKy (T). Thus, Kj o (QR) < Xi—o (Kiyw (1)L + LKy (T)).

Since the optimal value function V ,(s) = max.ea @}, ,(s,a) and the max operator is 1-

Lipschitz [3], we have Ky a, (Vi) < K2 4 (Q%40) < S0 (Kb (1)) (L + LK (T)).

We obtain the desired result by applying Lemma 1.

O

The lemma immediately implies that V¥ ,(-) is L,-Lipschitz for any [ where L,, < th; Bl (Kp)'(L+

LKr).

D.4 Wasserstein distance between transitions

In this section, we bound the 1-Wasserstein distance of transmon functlons Recall that the true
transition dynamlcs T( |s, a) depends on the joint distribution [ X b1 P, while T’(|s,a) depends on

pE-M H b K — M1 Py. We have the following lemma.



Lemma 6. Assume Assumptions 1-3 hold. For any state-action pair (s, a), the 1-Wasserstein distance
between transition dynamics T'(-|s, a) and T'(-|s, a) generated from the real FL environment and the
estimated environment, respectively, is bounded by nL €0, that is,

W(T(-|s,a),T’('|5,a)) < anE(S

Proof. Let z1 = {z1x}k=1,.. k—m and zo = {zo5}r=1,. K—nm denote two data sets of normal

workers sampled from HkalM ]3k and PK—M respectively. Let j = HszM Jx denote an arbitrary
coupling between the two joint distributions that is independent across workers where j;, denotes a
coupling between Pk and P. Let 7 denote the set of all such couplings. Let J; denote the collection
of couplings between T'(+|s, a) and T"(+|s, a) generated from the couplings of joint distributions in 7.
To simplify the notation, let s(z) := f.(s, a) denote the successive state given the current state-action
pair (s, a) and the sampled data z of normal workers. From the definition of 1-Wasserstein distance,
we have

(@) )
W(T(|s,a),T'(|s,a)) < inf > |51 — splgis(sy, 53)

]sEjs (5'178'2)
() . .
< inf Is(z1) — s(z2)ll2 (21, 22)
JjeT
(21,22)
| K=M
S 5 o S e
(21,22) k=1
| K=M
—[s— %l k; Vsl(s, 221) H 1_[ Jr(z1k, 22k)
| K=M | K- _
=j1£l§ Ve Z Vsl(s, z16) = 7= Z Vsl(s, z2x) n Jr(z1k, 22k)
(z1,22) k=1 k=1 2 k=1
(©) L, K—M
< UK jlélf DT ek — 22 n Jr(21k, 22)
(21, 22) k=1
@ nL
Hzm — Zok |29k (21K, 22k)
JjET

(Zl,zz

L .
< 1= Z 1nf Z |21 — 22k 27k (21 22K)

K k=1 (Z1k722k)
K-M
nL,
= P P
K o] k> )
() nL,
K—M)é
< T2 (K - M)

where (a) is due to the fact that we consider a restrictive collection of couplings, (b) is due to the fact
that 7, is generated from 7, (c) follows from the smoothness of ¢(s, z) with respect to z, (d) is due
to ji (21K, 22k) < 1, VEk, and (e) follows from Assumption ??. O

D.5 Difference between expected returns

Combining the results from the previous three sections, we have the following main result.
Theorem 1. Assume Assumptions -3 hold. Let Ty (1) := Ex 1,1, [Zt o Yr(st,at, s1)] denote
the expected return over H attack steps under MDP M, pollcy m and initial state dtstribution Lo-
Let m* and T* be optimal policies for M and M respectively, with the same initial state distribution
Lo. Then,

[T (%) — T (F*)| < 2HeS[(L + Ly,)nL, + 2L]



where L,, < f:?)l(KF) (L+ LKp) and Kp < emax{|1 —nal,|1 — 8|}

Proof. By Lemma 3, | Ty (%) — Tm(7*)| < 2H[(L + Lq,)VV(T7 T') 4+ 2Led]. From Lemma 6,
we have W(T,T') < nL,ed. Thus, |Tpm(7*) — Tm(7*)| < 2H[(L + L,)nL.ed + 2Led]. B
H-1
=0

) —
Lemma 5 and the comment below it, L, < >,_ (Kr)'(L + LKF) where Kp < emax{|l —
nel, [1=npl}. N

E Experiments

E.1 Experiment setup

Datasets. We consider four real world datasets: MNIST [19], Fashion-MNIST [32], Balanced
EMNIST [9], and CIFAR-10 [18], and a synthetic dataset. Both MNIST and Fashion-MNIST include
60, 000 training examples and 10, 000 testing examples, where each example is a 28 x28 grayscale
image, associated with a label from 10 classes. Balanced EMNIST includes 112,800 training
examples and 18, 800 testing examples, where each example is a 28 x 28 grayscale image, associated
with a label from 47 classes. CIFAR-10 consists of 60,000 color images in 10 classes of which there
are 50, 000 training examples and 10,000 testing examples. Details about the synthetic data are given
in Appendix E.2. For the i.i.d. setting, we randomly split the dataset into K groups, each of which
consists of the same number of training samples. For the non-i.i.d. setting, we follow the method
of [11] to quantify the heterogeneity of local data distribution across clients. Suppose there are C
classes in the dataset, e.g., C' = 10 for the MNIST, Fashion-MNIST, and CIFAR-10 datasets. We
evenly split the worker devices into C' groups, where each group is assigned 1/C' of training samples
as follows. A training instance with label ¢ is assigned to the ¢-th group with probability ¢ > 1/C
and to every other group with probability (1 — ¢)/(C' — 1). Within each group, instances are evenly
distributed. A higher q indicates a higher non-i.i.d. degree. We set ¢ = 0.5 as the default non-i.i.d.
degree. To demonstrate the power of distribution learning, we assume that the set of attackers share
m true data points sampled from the training instances assigned to them. We set m = 200 for MNIST
and Fashion-MNIST, m = 500 for EMNIST, and m € {500, 5000} for CIFAR-10.

Federated learning setting. We adopt the following parameters for the federated learning models:
learning rate = 0.01 (0.05 for EMNIST and the synthetic data), total number of workers = 100,
number of attackers = 20, subsampling rate = 10%, and number of total epochs = 1000. For the
MNIST, Fashin-MNIST, and EMNIST datasets, we train a neural network classifier consisting of 8x8,
6x6, and 5x5 convolutional filter layers with ReLU activations followed by a fully connected layer
and softmax output. The cross-entropy loss is used to optimize the model. For CIFAR-10, we use
the ResNet-18 model [15]. We set the local batch size B = 128. We implement the FL. model with
PyTorch [20] and run all the experiments on the same 2.30GHz Linux machine with 16GB NVIDIA
Tesla P100 GPU. We simulate subsampling and local data sampling with different random seeds in
each test run. Error bars are reported in Figure ??(c) in the main paper. We set cross-entropy as our
default loss function, and stochastic gradient descent (SGD) as our default optimizer.

Baselines. We compare our RL-based attack (RL) with no attack (NA), and the state-of-the-
art model poisoning FL attack methods: explicit boosting (EB) [5], inner product manipulation
(IPM) [33], and local model poisoning attack (LMP) [11]. The EB attack [5] is originally proposed
for the targeted setting. We adapt it to the untargeted setting by using empirical loss as the objective,
which is optimized through multi-step gradient ascent using attackers’ local data, where the number
of steps is 5 and the step size equals to the FL learning rate 7. The model update is then boosted
by a factor of % We compare our RL-based attack with the full knowledge LMP [11], where the
attackers have access to not only the aggregation rule but also all normal workers’ updates. We use
the LMP attack tailored to Krum when the Krum defense is used, and the LMP attack tailored to
coordinate-wise median when the clipping median defense or the geometric median defense is used.
Further, we implement the adaptive version of LMP introduced in [8], which requires the attackers to
know the server’s updates derived from its root data, as a baseline against the FLTrust defense [8]. In
our implementation of IPM [33], we set the default boosting factor (i.e., € in [33]) as 5.

We consider four representative robust aggregation rules of different types [25]: Krum [6] and
geometric median [21], both of which apply client-wise filterings to model updates, coordinate-wise
median [34], which adopts a dimension-wise filtering, and FLTrust [8], which requires the server to
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collect a small training dataset Dy, (called root dataset). In the experiments, we actually consider an
extension of the vanilla coordinate-wise median where a norm clipping step [28] is first applied. This
gives a more powerful defense as we observed in experiments. We set the default clipping threshold
to 2. In geometric median [21], we set the iteration number of the smoothed Weiszfeld algorithm
for computing the geometric median [21] to 10 to balance effectiveness and efficiency. In FLTrust,
the root data is used to calculate a server model update gy = \Dilol 2-en, [ Vol(0; 2)] in each epoch.
The aggregation weight of each received client’ update is then determined through its ReL.U-clipped
cosine similarity with gy. Given that the server has no access to the true training data distribution, the
root dataset is often biased in practice. We adopt the approach in [8] to model such bias. Among the
| Do | root data samples, a fraction go of them are sampled from a certain class c in the training data,
and the rest are sampled from other classes with equal probabilities. For a dataset with C' classes, D
is unbiased only when gg = 1/C. We set the size of root dataset | Dg| = 100 following [8].

Distribution learning setting. In distribution learning, we set the step size for inverting gradients
1’ = 0.05, the total variation parameter 5 = 0.02, optimizer as Adam, the number of iterations for
inverting gradients max_iter = 10, 000, and learn the data distribution from scratch. The number of
steps for distribution learning is set to 7y = 100. 32 images are reconstructed (i.e., B’ = 32) and
denoised in each FL epoch. If no attacker is selected in the current epoch, the aggregate gradient
estimated from previous model updates is reused for reconstructing data. To build the denoising
autoencoder, a Gaussian noise sampled from 0.3N(0, 1) is added to each dimension of images in
D econstructed, Which are then clipped to the range of [0,1] in each dimension.

Policy learning setting. In policy learning, we implement our simulated environment with OpenAl
Gym [7] and adopt OpenAl Stable Baseline3 [23] to implement Twin Delayed DDPG (TD?3) [12]
and Proximal Policy Optimization (PPO) [24] algorithms. We find that TD3 gives better results in
most cases and report the results for TD3 below. The default parameters are described as follows: the
length of simulating environment = 1, 000 epochs, policy learning rate = 1e — 7, the policy model is
MultiInput Policy, batch size = 256 and gamma = 1 for updating the target networks.

As described in Section 4.3, we compress the MDP state to include the parameters of the last hidden
layer of #(") and the number of attackers sampled, m‘("), where each last hidden layer parameter
is in [—c0, +00] and m*(™) is in {0, ..., 10}. In our experiment, we restrict all attackers to take the
same action in each epoch. In solving the local search problem, we fix the number of trajectories
G = 1 and the size of minibatch B = 200 (except for FLTrust where B = 500).

For the Krum, clipping median, and geometric median defenses, the local search objective is F'(6) =
E,_p[€(0;2)] (i.e., X = 0). In this case, the action space becomes (7, E), where y € [0, 10] and
E €{0,...,20} for the Krum defense, and v € [0, 10] and FE € {0, ..., 50} for the clipping median
and geometric median defenses. Since TD3 can only be applied to a continuous action space, we
consider a continuous interval for E (e.g., F € [0, 20] for Krum) when updating the policy and round
its value to an integer in the feasible range before the action is applied.

For FLTrust, we consider two cases, when the attackers have access to the server’s root data Dg or
equivalently, the model update gq in each epoch, and when they only know how Dy is sampled from
the true training data distribution. Note that even the former setting is more realistic than the adaptive
LMP setting in [8], which also requires access to normal workers’ updates. In the former case, we
slightly modify the local search method described in Section ?? by fixing v(6*(7)) = ||go(8*7)]|2
and considering the same local search objective L(8) := (1 — A)F(6) + Acos(847) — 6, go(817)))
with the extra constraint that |6*(") — 0], < [go(6*"))|2. This is because FLTrust normalizes
all the local model updates using the magnitude of the root update. In the latter case, we use the
same objective but approximate go(#*(7)) with E 4 5[Vol (61(7); 2)], where gy models the bias of
root data, which is assumed to be known to the attackers. In both cases, the action space is then
(E,\) with E € {0,...,20} and A € [0, 1]. We further find that when the root data Dy is known
(or can be well approximated), the RL-based attack can be made more efficient by considering an
alternate local search objective L(0) := (1 — \)F(0) — AEFy(0), where Fy(0) = \Dilol 2zen, €005 2)]
is the empirical loss associated with the root data. Intuitively, the attackers aim to push the model
parameters towards the region that can overfit the root data.

In our experiments, the initial model for all training episodes is set as the first model the attackers
received from the actual FL environment. We assume that the server waits for 72 seconds to receive
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Figure 1: A comparison of global model accuracy on Fashion-MNIST under Krum and clipping median for
both i.i.d. data and non-i.i.d. data. All parameters are set as default.
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Figure 2: A comparison of global model accuracy on EMNIST under Krum and clipping median for both i.i.d.
data and non-i.i.d. data. All parameters are set as default.

the updates from the workers before performing a model aggregation, which allows 80, 000 total time
steps (i.e., 80 episodes) of policy learning for Krum, 40, 000 total time steps (i.e., 40 episodes) of
policy learning for clipping median, and 40, 000 total time steps (i.e., 40 episodes) of policy learning
for FLTrust within 400 FL epochs in our experiment setting. It is more time consuming to train
an RL policy for clipping median and FLTrust because large attack bounds need to be considered.
See E.2 for a detailed comparison of the running time of different stages of the RL-based attack under
different defense scenarios.

Attack execution setting. Both the distribution learning and policy learning phases in the RL-based
attack start at the first FL epoch. The former ends at the 100th FL epoch when RL-based attack starts.
All other attacks start at epoch 0. For fair comparisons, we fix all the random seeds for generating the
initial model and the root data (for FLTrust), subsampling, and local data sampling when evaluating
different attacks. We observe that both EB and RL can occasionally produce NaNs in model updates,
which when incorporated by the server, can lead to bad models in all future steps. This produces
unrealistic attack scenarios as NaNs can be easily detected by the server. To have a fair comparison
with other attacks, we use the built-in VecCheckNan Wrapper in OpenAl Stable Baseline3 [23] to
detect abnormal values. We assume that attackers take less ambitious actions (i.e., (0.5, E — 1))
in that epoch once they detect a NaN value. If £ = 0 or v = 0, the attackers send §*(”) = 0 to the
server.

E.2 More experiment results

Attack performance on other datasets. Figures | and 2 compare the test accuracy of the global
model under different attacks when the server uses Krum or clipping median as the defense for the
Fashion-MNIST and EMNIST datasets. We consider both i.i.d. and non-i.i.d. (¢ = 0.5) settings.
Our RL-based attack constantly outperforms other baselines by a large margin in all the settings.
We observe that in most cases, all attacks are more effective in the non-i.i.d. setting. This is mainly
because a higher degree of local data heterogeneity increases the variance across normal workers’
updates, making it more difficult to filter out adversarial updates. Further, clipping median, which
adopts both dimension-wise filtering and client-wise norm clipping to model updates, provides a
stronger level of defense than Krum, which only applies client-wise filtering to model updates. In
particular, our attack can reduce the model accuracy to an extremely low level under the Krum
defense, depending on the number of classes of the dataset used (~10% for Fashion-MNIST and
~2% for EMNIST).

Figure 3 compares the test accuracy of the global model under different attacks for the CIFAR-10
dataset in the 7.7.d. setting. Here we assume that our RL-based attack does not perform distribution

learning, and the attackers use their local data to train the attack policy and start to execute attack at
epoch 100. This is mainly due to the fact that image reconstruction for CIFAR-10 takes prohibitive
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Figure 3: A comparison of global model accuracy on CIFAR-10 under the Krum and clipping median defenses.
The RL policy is trained using 500 or 5,000 local samples without distribution learning.

MNIST Geometric Median iid MNIST Noisy Gradient + Clipping Median iid 1o EMNIST FiTrust Unbiased Root Data Lo EMNIST FiTrust Biased Root Data

— NA e — NA e — NA — NA
> r > ) IPM T IPM
Z Zos. Tos.
gos =S gos / £ 087 Adapt LUP - srehvemsiapmsemmpmnsion £ 081 pdaptiup "M
] o 3 | 7 —m o § | —m
< 0.6 — LMP <06 < 0.6+ — RLwfo Root < 0.6 — RLwjo Root
T — RL 3 T — T T
Boa 3 K 3
= Z04 = 041 =044
3 3 ‘ 3 z
0.2- !
S I K S 0.2 0.2
K 02 { s g
8 o g ° ° W’W’l"
0.0
_— - - - v o. 0.0
0 200 400 600 800 1000 0 200 400 €00 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000
FL Epochs FL Epochs FL Epochs. FL Epochs.
() (b) (©) (d)

Figure 4: More results on different defenses. (a) Attack performance on MNIST under the geometric median
defense. (b) Attack performance on MNIST under the clipping median defense and noisy gradients. (c) and (d)
Attack performance on EMNIST under FLTrust defense with unbiased and biased root data.

amount of time in our experiment environment. Further, state-of-the-art gradient inversion attacks
either cannot reconstruct a large batch of images for CIFAR-10 accurately or have not made their
code available yet. We consider two cases where 500 and 5,000 local samples are used to train the
attack policy, respectively. We observe that in both cases, our approach surpasses all the baselines. In
particular, the RL policy trained using only 500 local samples quickly drives the model accuracy to a
very low level (~%9.52) under the Krum defense.

Attack performance under geometric median. We compare the attack performance of RL-based
attack and other baselines (i.e., NA, EB, IPM, and LMP) against geometric median [21] on MNIST
dataset in the i.i.d. setting. As shown in Figure 4(a), RL-based attack and LMP significantly
outperform other baselines. Further, although our RL-based attack starts attacking at the 100th epoch,
it quickly drives the model accuracy to a very low level, while LMP takes much longer time to achieve
similar attack performance.

Attack performance under noisy gradients. We also compare the attack performance of our
RL-based attack and other baselines against clipping median aggregation (with the clipping threshold
set to 2) under noisy gradients [31]. In particular, the server injects noise into the global model
parameters shared with clients, where the noise is sampled from a Laplace distribution [2] (i.e., double
exponential distribution) with 0 mean and le — 4 exponential decay. We observe that although adding
noise indeed decreases the quality of reconstructed images, distribution learning is still effective for
the MNIST dataset. Further, our RL-based method still outperforms other baselines in this setting as
shown in Figure 4(b).

Attack performance under FLTrust. We compare the attack performance of our RL-based attack
with and without access to server’s root data (details are given in E.1 policy learning setting) and other
baselines (i.e., NA, IPM, and adaptive LMP) against the FLTrust defense on the EMNIST dataset. For
RL-based attacks, the attackers use 5,000 local data samples to simulate the environment and skip
the distribution learning phase, and start attacking at FL epoch 100. All the baselines start from the
beginning of FL. We consider both the cases when the root data are unbiased (¢o = 1/47) and when
they are biased against a single class (go = 0.3). In the former case, our attack with access to root
data leads to a significantly low test accuracy (~50%) as shown in Figure 4(c), while other attacks,
including RL-based attack without access to root data, have limited effect against FLTrust. This is
due to the fact that when the root data are unbiased and representative of the true training dataset,
the root update gy in each epoch provides a good estimate of the right direction for model updates,
making it difficult to reverse the trend. On the other hand, when the root data is biased, which is
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Figure 5: Classification boundaries of the final model on the synthetic data under various attacks and the
clipping median defense. The classification accuracy of the final model: 100% (NA), 96.70% (IPM), 89.04%
(LMP), 88.04% (RL with 2d actions), and 68.90% (RL with 28-dimensional actions). All parameters are set as
default.

likely to happen in practice, the root updates are less representative or even misleading. As shown
in Figure 4(d), our RL-based attack with root data access becomes more effective as expected. Our
RL-based attack without root data also achieves significant although unstable attack performance.
Here we ignore the second term in the local search objective L(6) by fixing A = 0 to minimize the
impact of inaccurate estimate of gg.

Actual runtime comparison. The actual runtime varies across the FL environment, the training
method used, and most importantly, the amount of computational resource available. The tables
below report the numbers from our current experiment settings (see Appendix E.1) and the way the
simulator is implemented (clients are simulated sequentially in each FL epoch).

For MNIST, Fashion-MNIST, and EMNIST, distribution learning takes around 100 seconds to
reconstruct a batch of 32 images and we construct 50 batches within 2 hours. Note that multiple
batches can be generated from a single gradient. We start policy training from the beginning of FL
training, and we set 8 hours limit for policy training. It takes around 0.05 seconds to simulate a single
FL epoch with 10 sampled clients without parallelization. Total training steps vary across defense
policies as stated in Appendix E.1.

With the above numbers, if we assume that each FL epoch takes 72 seconds to finish and there are in
total of 1000 FL epochs during FL training, then distribution learning will end before the 100th FL
epoch and policy training ends by the 400th FL epochs, and the total FL training time is around 20
hours.

Stages FL Epochs Real Time
Distribution Learning 100 < 2 hours
Policy Learning 400 < 8 hours
Total FL Training 1000 20 hours

Table 1: The running time of each stage in our RL-based attack in terms of FL epochs and real
running time for small networks.

For CIFAR-10, we do not perform distribution learning in this work and policy learning alone
takes about 20 hours in our experiment environment as we use a much bigger network (i.e., Resnet-
18). However, we expect that once equipped with more powerful devices, the training time can be
significantly reduced by parallelly simulating multiple clients using multiprocessing and multiple
episodes using vectorized environments, which will make it possible to simulate large FL systems.

In terms of attack executing time, for MNIST with clipping median defense, IPM takes around 0.25
seconds to execute an attack in each FL epoch, LMP takes around 7.7 seconds, EB takes around 0.5
seconds. For CIFAR-10 with clipping median defense, IPM takes around 2.55 seconds to execute an
attack in each FL epoch, LMP takes around 30 seconds, EB takes around 5.5 seconds. The execution
time of our RL-based method varies over the action space used and it takes around 5.8 seconds and 6
seconds for MNIST and CIFAR-10 respectively with the default action space described in Section ??.
Given that each FL epoch typically lasts a minute or longer (72 seconds in our experiment), a few
seconds of search time is completely acceptable. We observe that for defenses such as Krum, it
suffices to use the gradients of the last two layers of model parameters as the action. This approach
does not require any online searching and reduces the attack execution time to 0.5s.
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Attacks MNIST CIFAR-10

IPM 0.25s 2.5s

LMP 7.7s 30s
EB 0.5s 5.5s
RL 5.8s 6s

Table 2: Execution time of various attacks against the clipping median defense for the MNIST and
CIFAR-10 datasets.

. . ‘ . ‘ : ‘ : ‘
:

Figure 6: Classification boundaries of the final model on the synthetic data under various attacks and the
FLTrust defense. The classification accuracy of the final model: 100% (NA), 100% (IPM), 100% (LMP), 100%
(RL with 2d actions), and 68.90% (RL with 28-dimensional actions). All parameters are set as default.

Attacks 5% attackers 10% attackers 20% attackers

NA 99.70% 99.02% 99.86%
IPM 99.66% 88.88% 68.96%
EB 99.68% 84.26% 70.06%
LMP 99.68% 89.38% 69.04%
RL 68.90% 68.90% 68.90%

Table 3: Global model accuracy under various attacks and the Krum defense on the synthetic dataset.

Results for the synthetic data. In addition to the four real datasets discussed above, we also
consider a two-dimensional synthetic dataset and a small network with 28 model parameters to
demonstrate the full potential of our RL-based attack framework (i.e., without state and action
compression). We generate the synthetic data based on the method described in [26]. In particular,
we generate 55, 000 data instances (including 50, 000 training instances and 5, 000 testing instances),
where for each instance z = (x,y), the data z € R*~N(0, I) and its label y = sign(|z|2) — 2. Each
worker has 500 data instances. We train a multilayer perceptron (MLP) with two hidden layers of
size four and two, respectively, and use ReLU as the activation function. For our RL-based attack,
we consider both the 2-dimensional action space (v, F) discussed above as well as the general 28
dimensional action space where the attackers directly decide §*(") to be sent to the server in each
epoch. In both cases, the state space includes the full 28 model parameters and the number of
attackers in each epoch. Policy learning takes 8, 000 total time steps (i.e., 8 episodes) to learn the
policy, within 10 FL epochs. The attackers use their local data (10, 000 samples) to build a simulated
environment without using distribution learning, and start attacking at epoch 0. We fix all random
seeds for a fair comparison across different attacks.

Figure 5 and Figure 6 illustrate the classification boundaries at the end of a federated learning episode
for all the attacks when the clipping median defense and the FLTrust defense are applied respectively.
The root dataset D for FLTrust is assumed to be known for RL-based attacks. We observe that all
the baseline methods and our RL-based attack with 2d actions have limited effect under clipping
median and completely fail under FLTrust. On the other hand, the RL-based attack with the full
28-dimensional action space reduces the classification accuracy to 68.90% (worst-case accuracy for
the given environment) under both defenses. These results indicate the potential of considering large
state and action spaces in our RL-based attack when equipped with more computational power and
longer training time.
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Table 3 shows how the global model accuracy under different attacks and the Krum defense varies
over the number of attackers. The results show that our approach is effective even when the fraction
of malicious clients is as low as 5%.

16



References

[1] Martin Abadi, Andy Chu, Ian Goodfellow, H Brendan McMahan, Ilya Mironov, Kunal Talwar,
and Li Zhang. Deep learning with differential privacy. In Proceedings of the 2016 ACM SIGSAC
Conference on Computer and Communications Security, 2016.

[2] Milton Abramowitz and Irene A Stegun. Handbook of mathematical functions with formulas,
graphs, and mathematical tables, volume 55. US Government printing office, 1964.

[3] Kavosh Asadi and Michael L Littman. An alternative softmax operator for reinforcement
learning. In International Conference on Machine Learning(ICML), 2017.

[4] Kavosh Asadi, Dipendra Misra, and Michael Littman. Lipschitz continuity in model-based
reinforcement learning. In International Conference on Machine Learning(ICML), 2018.

[5] Arjun Nitin Bhagoji, Supriyo Chakraborty, Prateek Mittal, and Seraphin Calo. Analyzing
federated learning through an adversarial lens. In International Conference on Machine Learn-
ing(ICML), 2019.

[6] Peva Blanchard, Rachid Guerraoui, Julien Stainer, et al. Machine learning with adversaries:
Byzantine tolerant gradient descent. In Advances in Neural Information Processing Sys-
tems(NeurIPS), 2017.

[7] Greg Brockman, Vicki Cheung, Ludwig Pettersson, Jonas Schneider, John Schulman, Jie Tang,
and Wojciech Zaremba. Openai gym, 2016.

[8] Xiaoyu Cao, Minghong Fang, Jia Liu, and Neil Zhengiang Gong. Fltrust: Byzantine-robust
federated learning via trust bootstrapping. In NDSS, 2021.

[9] Gregory Cohen, Saeed Afshar, Jonathan Tapson, and Andre Van Schaik. Emnist: Extending
mnist to handwritten letters. In International Joint Conference on Neural Networks (IJCNN),
2017.

[10] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-
scale hierarchical image database. In IEEE Conference on Computer Vision and Pattern
Recognition(CVPR), 2009.

[11] Minghong Fang, Xiaoyu Cao, Jinyuan Jia, and Neil Gong. Local model poisoning attacks to
byzantine-robust federated learning. In 29th USENIX Security Symposium, 2020.

[12] Scott Fujimoto, Herke Hoof, and David Meger. Addressing function approximation error in
actor-critic methods. In International Conference on Machine Learning(ICML), 2018.

[13] Jonas Geiping, Hartmut Bauermeister, Hannah Droge, and Michael Moeller. Inverting gradients
- how easy is it to break privacy in federated learning? In Advances in Neural Information
Processing Systems(NeurIPS), 2020.

[14] Robin C Geyer, Tassilo Klein, and Moin Nabi. Differentially private federated learning: A
client level perspective. arXiv preprint arXiv:1712.07557, 2017.

[15] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for im-
age recognition. In Proceedings of the IEEE conference on computer vision and pattern
recognition(CVPR), 2016.

[16] Briland Hitaj, Giuseppe Ateniese, and Fernando Perez-Cruz. Deep models under the gan:
information leakage from collaborative deep learning. In Proceedings of the 2017 ACM SIGSAC
Conference on Computer and Communications Security, 2017.

[17] Jinwoo Jeon, Kangwook Lee, Sewoong Oh, Jungseul Ok, et al. Gradient inversion with
generative image prior. Advances in Neural Information Processing Systems(NeurIPS), 2021.

[18] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images.
2009.

17



[19] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning
applied to document recognition. Proceedings of the IEEE, 86(11):2278-2324, 1998.

[20] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan,
Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative
style, high-performance deep learning library. arXiv preprint arXiv:1912.01703, 2019.

[21] Krishna Pillutla, Sham M Kakade, and Zaid Harchaoui. Robust aggregation for federated
learning. IEEE Transactions on Signal Processing, 70:1142-1154, 2022.

[22] Boris T. Polyak. Introduction to optimization. Optimization Software, 1987.

[23] Antonin Raffin, Ashley Hill, Adam Gleave, Anssi Kanervisto, Maximilian Ernestus, and Noah
Dormann. Stable-baselines3: Reliable reinforcement learning implementations. Journal of
Machine Learning Research, 22(268):1-8, 2021.

[24] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal
policy optimization algorithms. arXiv preprint arXiv:1707.06347, 2017.

[25] Virat Shejwalkar, Amir Houmansadr, Peter Kairouz, and Daniel Ramage. Back to the drawing
board: A critical evaluation of poisoning attacks on production federated learning. In /IEEE
Symposium on Security and Privacy, 2022.

[26] Aman Sinha, Hongseok Namkoong, and John Duchi. Certifying some distributional robustness
with principled adversarial training. In International Conference on Learning Representa-
tions(ICLR), 2018.

[27] Jingwei Sun, Ang Li, Binghui Wang, Huanrui Yang, Hai Li, and Yiran Chen. Soteria: Provable
defense against privacy leakage in federated learning from representation perspective. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition(CVPR),
2021.

[28] Ziteng Sun, Peter Kairouz, Ananda Theertha Suresh, and H Brendan McMahan. Can you really
backdoor federated learning? arXiv preprint arXiv:1911.07963, 2019.

[29] Richard S Sutton and Andrew G Barto. Reinforcement learning: An introduction. MIT press,
2018.

[30] Leonid Nisonovich Vaserstein. Markov processes over denumerable products of spaces, de-
scribing large systems of automata. Problemy Peredachi Informatsii, 5(3):64-72, 1969.

[31] Wengqi Wei, Ling Liu, Margaret Loper, Ka-Ho Chow, Mehmet Emre Gursoy, Stacey Truex, and
Yanzhao Wu. A framework for evaluating gradient leakage attacks in federated learning. arXiv
preprint arXiv:2004.10397, 2020.

[32] Han Xiao, Kashif Rasul, and Roland Vollgraf. Fashion-mnist: a novel image dataset for
benchmarking machine learning algorithms. arXiv preprint arXiv:1708.07747, 2017.

[33] Cong Xie, Oluwasanmi Koyejo, and Indranil Gupta. Fall of empires: Breaking byzantine-
tolerant sgd by inner product manipulation. In Uncertainty in Artificial Intelligence (UAI),
pages 261-270. PMLR, 2020.

[34] Dong Yin, Yudong Chen, Ramchandran Kannan, and Peter Bartlett. Byzantine-robust distributed
learning: Towards optimal statistical rates. In Proceedings of the 35th International Conference
on Machine Learning(ICML), 2018.

[35] Hongxu Yin, Arun Mallya, Arash Vahdat, José Manuel Alvarez, Jan Kautz, and Pavlo
Molchanov. See through gradients: Image batch recovery via gradinversion. 2021 IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2021.

[36] Tianhe Yu, Garrett Thomas, Lantao Yu, Stefano Ermon, James Y Zou, Sergey Levine, Chelsea
Finn, and Tengyu Ma. Mopo: Model-based offline policy optimization. In Advances in Neural
Information Processing Systems (NeurIPS), 2020.

18



[37] Bo Zhao, Konda Reddy Mopuri, and Hakan Bilen. iDLG: Improved Deep Leakage from
Gradients. arXiv preprint arXiv:2001.02610, 2020.

[38] Ligeng Zhu, Zhijian Liu, and Song Han. Deep leakage from gradients. In Advances in Neural
Information Processing Systems(NeurlPS), 2019.

19



	Broader Impact
	Algorithms
	Discussion on Gradient Inversion Attacks and Defenses
	Proof of Theorem 1
	Preliminaries
	Measuring the uncertainty: from data distributions to total returns
	Lipschitz constants of value functions
	Wasserstein distance between transitions
	Difference between expected returns

	Experiments
	Experiment setup
	More experiment results


