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1 CBLUE Background

Standard datasets and shared tasks have played essential roles in promoting the development of
Al technology. Taking the Chinese BioNLP community as an example, the CHIP (China Health
Information Processing) conference releases biomedical-related shared tasks every year, which has
extensively advanced Chinese biomedical NLP technology. However, some datasets are no longer
available after the end of shared tasks, which has raised issues in the data acquisition and future
research of the datasets.

In recent years, we can obtain state-of-the-art performance for many downstream tasks with the help
of pre-trained language models. A significant trend is the emergence of multi-task leaderboards,
such as GLUE (General Language Understanding Evaluation) and CLUE (Chinese Language Un-
derstanding Evaluation). These leaderboards provide a fair benchmark that attracts the attention of
many researchers and further promotes the development of language model technology. For example,
Microsoft has released BLURB (Biomedical Language Understanding & Reasoning Evaluation)
at the end of 2020 in the medical field. Recently, the Tianchi platform has launched the CBLUE
(Chinese Biomedical Language Understanding Evaluation) public benchmark under the guidance of
the CHIP Society. We believe that the release of the CBLUE will further attract researchers’ attention
to the medical Al field and promote the development of the community.

CBLUE l. comprises the previous shared tasks of the CHIP conference and the dataset from
Alibaba QUAKE Search Engine, including named entity recognition, information extraction, clinical
diagnosis normalization, single-sentence/sentence-pair classification.
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Corresponding author.

¥ Author contributions are listed in the

4We release the benchmark following the CC BY-NC 4.0 license.

35th Conference on Neural Information Processing Systems (NeurIPS 2021), Sydney, Australia.



2 Negative Impact

Although we ask domain experts and doctors to annotate all the corpus, there still exist some instances
with wrong annotated labels. If a model was chosen based on numbers on the benchmark, this could
cause real-world harm. Moreover, our benchmark lowers the bar of entry to work with biomedical
data. While generally a good thing, it may dilute the pool of data-driven work in the biomedical field
even more than it already it, making it hard for experts to spot the relevant work.

3 Detailed Task Introduction

3.1 Chinese Medical Named Entity Recognition Dataset (CMeEE)

Task Background As an essential subtask of information extraction, entity recognition has
achieved promising results in recent years. Biomedical texts such as textbooks, encyclopedias,
clinical trials, medical literature, electronic health records, and medical examination reports contain
rich medical knowledge. Named entity recognition is the process of extracting medical terminologies,
such as diseases and symptoms, from the above mentioned unstructured or semi-structured texts, and
it can help significantly improve the efficiency of scientific research. CMeEE dataset is proposed for
this purpose, and the original dataset was released at the CHIP2020 conference.

Task Description This task is defined as given the pre-defined schema and an input sentence to
identify medical entities and to classify them into 9 categories, including disease (dis), clinical
symptoms(sym), drugs (dru), medical equipment (equ), medical procedures (pro), body (bod),
medical examination items (ite), microorganisms (mic), department (dep). For the detailed annotation
instructions, please refer to the CBLUE official website, and examples are shown in Table m

Entity type Entity subtype Label Example
PR B
disease or syndrome TRUEEE & SR KWL R ZR e
L] a5 dis Patients with urinary retention are
disease poisoned or injured prone to secondary infections of the
eS| urinary system.
damage to organs or cells
R EE IR DR ~ R & 1 M
RAERREI R, HE AR
TER PERRRS B8 B e = A
i PR 2 symptom Then dyspnea and paroxysmal
clinical manifestations &1 sym asthma may occur, along with
physical sign shortness of breath, expiratory
stridor, obvious flaring nares,
and three-concave sign.
FH G5 27 K ) PR [ A )
Frr it FARE W E, HEE
B P IR, WEATRAVE, Y
chock procedure 778 SR MR B S T
B =i It is of great dlagpostlc Yalue
medical procedure treatment pro to detef:t the specific antigen of
TR a certain pathogen with immunoassay,

or preventive procedure

a simple and quick assay that is
intended for early diagnosis and
proves more reliable than the
antibody assay.

Table 1: Examples in CMeEE



Annotation Process The annotation guide was conducted by two medical experts from Class A
tertiary hospitals and optimized during the trail annotation process. A total of 32 annotators had
participated in the annotation process, including 2 medical experts who were also in charge of the
annotation guideline, 4 experts from biomedical informatics field, 6 medical M.D., and 22 master
students from computer science majors. The annotation lasted for about three months (from October
2018 to December 2018), as well as an additional month’s time for curation. The total expense is
about 50,000 RMB.

The annotation process was devided into two stages.

» Stagel: This stage was called the trail annotation phase. The medical experts gave training
to the annotators to make sure they have a comprehensive understanding of the task. Two
rounds of trail annotation were conducted by the annotators, with the purpose of getting
familiar with the annotation task as well as discovering the unclear points of the guideline,
and annotation problems were discussed and the medical experts improved the annotation
guidelines according to the feedback iteratively.

 Stage2: For the first phase, each record was assigned to two annotators to label indepedently,
and the medical experts and biomedical informatics experts would give in time help. The
annotation results were compared automatically by the annotation tools (developed for
CMEeEE and CMelE tasks) and any disagreement was rocorded and handed over to the
next phase. At the second phase, medical experts and the annotators had a discussion for
the disagreements records as well as other annotation problems, and the annotators made
corrections. After the two stages, the IAA score (Kappa score) is 0.8537, which satisfied the
research goal.

PII and IRB The corpus is collected from authorized medical textbooks or Clinical Practice, and
no personally identifiable information or offensive content is involved in the text.

No PII is included in the above mentioned resources. The dataset does not refer to ethics, which has
been checked by the IRB committee of the provider.

The original dataset format is a self-defined plain text format, to simplify the data pre-processing
step, the CBLUE team has converted the data format to the unified JSON format with the permission
of the data provider.

Evaluation Metrics This task uses strict Micro-F1 metrics.

Dataset Statistic This task has 15,000 training set data, 5,000 validation set data, 3,000 test set
data. The corpus contains 938 files and 47,194 sentences. The average number of words contained
per file is 2,355. The dataset contains 504 common pediatric diseases, 7,085 body parts, 12,907
clinical symptoms, and 4,354 medical procedures in total.

Dataset Provider The dataset is provided by:

» Key Laboratory of Computational Linguistics, Peking University, Ministry of Education,
China

 Laboratory of Natural Language Processing, Zhengzhou University, China
* The Research Center for Artificial Intelligence, Peng Cheng Laboratory, China
 Harbin Institute of Technology, Shenzhen, China

3.2 Chinese Medical Information Extraction Dataset (CMelE)

Task Background Entity and relation extraction is an essential information extraction task for
natural language processing and knowledge graph (KG), which is used to detect pairs of entities and
their relations from unstructured text. The technology of this task can apply to the medical field.
For example, with entity and relation extraction, unstructured and semi-structured medical texts can
construct medical knowledge graphs, which can serve lots of downstream tasks.



Task Description Given the schema and sentence, in which defines the relation (Predicate)
and its related Subject and Object, such as (“subject_type”: “FEJH”, “predicate”: “Zj¥iA
J77, “object_type”: “Zj4¥)”). The task requires the model to automatically analyzing the sen-
tence and then extract all the Triples = [(S1,P1,01),(S2,P2,02)...] in the sentence. Table [2]shows
the examples in the data set, and 53 SCHEMAs include 10 kinds of genus relations, 43 other sub-
relations. The details are in the 53_schema.json file. For the detailed annotation instructions, please

refer to the CBLUE official website, and examples are shown in Table m

Relation type Relation subtype Example
peps . {’predicate’: Tl [/j-prevention’, *subject’: ik XUJi-
(%%ﬁ—”ﬁgl prophylaxis Leprosy’, "subject_type’: "JRJfi-disease’, *object’: "]
1sease_other f@-rifampicin’, ’object_type’: *HAth-others’}
N
¥ lllf’:le {"predicate’: "7 Bt-phase’, *subject’: > f{J&i-tumor’,
P ‘subject_type’:  'J& Jpi-disease’, ‘object’: Tif-
phase_*, *object_type’: > HAtli-others’ }
MR E

treatment department

{’predicate’: *#if12 %} = -treatment_department’, *sub-

ject’: P8 3 Zf) ik JE-abdominal_aortic_aneurysm’,
’subject_type’: *J&JiE-disease’, *object’: " WM ETT PR
{@# & 4b-primary_medical_care_clinic’, *object_type’:
> HA-others’ }

HBhIRTT . " :

5 . ’predicate’: ? 18 J7-ad t_th ’
Pgw_HABIARTT adjuvant therapy ,{sflszclgfl ¢ Fﬁ Ej% ji{u ﬁ;g a){ jgu"zgé - H’;rap%?’-i
disease_other treatment utaneous_squamous_cell_carcinoma’, ’sub-

ject_type’: Y& Jji-disease’, ’object’: '3 F Al
\-non_surgical_destructio’, *object_type’: > HAtH
JT -other_treatment’ }
fﬁiotbera {’predicate’: ’ft.JT-chemotherapy’, ’subject’: i
24 JEi-tumour’, ’subject_type’: 7 [k 8 IR 4 Y g
cutaneous_squamous_cell_carcinoma’, "object’: 'JR)
BRALIT -local_chemotherapy’, *object_type’: *HAth A
J7-other_treatment’ }
= SRVAY N .
ff(ﬁi{ﬁ;z {’predicate’: ’Hi{ 5 VA 7 -radiation_therapy’, ’sub-
Py ject’: *3E B & £ ¥ JF-non_cancer_pain’, ’sub-
ject_type’: J& Ji-disease’, ’object’: b HE H-
external_irradiation’, ’object_type’: H ffl A JT-
other_treatment’ }
B _FARIRTT FAREIT

disease_surgical treatment  surgical treatment

{’predicate’: 'F R B JT-surgical_treatment’,
subject’: Bz Bk 8% IR 48 B JE-cutaneous
_squamous_cell_carcinoma’, ’subject_type’:
JE Ji-disease’, object’: % G5 F K U Bx-
surgical_resection(traditional_therapy)’, ’ob-
ject_type’: *F/RVAYT -surgical_treatment’ }

Table 2: Examples in CMelE

Annotation Process

The annotation guide was conducted by two medical experts from Class A

tertiary hospitals and optimized during the trail annotation process. A total of 22 annotators had
participated in the annotation process, including 2 medical experts who were also in charge of the
annotation guideline, 2 experts from biomedical informatics field, 4 medical M.D., and 14 master
students from computer science majors. The annotation lasted for about four months (from October
2019 to January 2020), which contained the annotation time as well as the curation time. The total
expense is about 40,000 RMB.



Similar to the CMeEE dataset, the annotation process for CMelE also contains the trail annotation
stage and the formal annotation stage following the same pipeline. Besides, an additional step called
the Chinese segmentation validation step was added for this dataset. The data provider has developed
a segmentation tool for the medical texts which could generate the word segment as well as the POS
tagging, and some specified POS tagging types (like ’disease’, ’drug’) could automatically check
if there were potential missing named entities for this task, which could help assist the annotators
to check the missing labels. The final IAA for this dataset is 0.83, which could satisfy the research
purpose.

PII and IRB The corpus is collected from authorized medical textbooks or Clinical Practice, and
no personally identifiable information or offensive content is involved in the text.

No PII is included in the above mentioned resources. The dataset does not refer to ethics, which has
been checked by the IRB committee of the provider.

Evaluation Metrics The SPO results given by the participants need to be accurately matched. The
strict Micro-F1 is used for evaluation.

Dataset Statistic This task has 14,339 training set data, 3,585 validation set data, 4,482 test set
data. The dataset is from the pediatric corpus and common disease corpus. The pediatric corpus
originates from 518 pediatric diseases, and the common disease corpus is derived from 109 common
diseases. The dataset contains nearly 75,000 triples, 28,000 disease sentences, and 53 schemas.

Dataset Provider The dataset is provided by:

* Key Laboratory of Computational Linguistics, Peking University, Ministry of Education,
China

* Laboratory of Natural Language Processing, Zhengzhou University, China
* The Research Center for Artificial Intelligence, Peng Cheng Laboratory, China
» Harbin Institute of Technology, Shenzhen, China

3.3 CHIP - Clinical Diagnosis Normalization Dataset (CHIP-CDN)

Task Background Clinical term normalization is a crucial task for both research and industry use.
Clinically, there might be up to hundreds of different synonyms for the same diagnosis, symptoms, or
procedures; for example, “heart tack” and “MI” both stand for the standard terminology “myocardial
infarction”. The goal of this task is to find the standard phrases (i.e., ICD codes) for the given
clinical term. With the help of the standard code, it can help ease the burden of researchers for the
statistical analysis of clinical trials; also, it can be helpful for the insurance companies on the DRGs
or DIP-related applications. This task is proposed for this purpose, and the originally shared task was
released at the CHIP2020 conference.

Task Description The task aims to standardize the terms from the final diagnoses of Chinese
electronic medical records. No privacy information is involved in the final diagnoses. Given the
original terms, it is required to predict its corresponding standard phrase from the standard vocabulary
of “International Classification of Diseases (ICD-10) for Beijing Clinical Edition v601”. For the
detailed annotation instructions, please refer to the CBLUE official website. Examples are shown in
Table 3l

Annotation Process The Chinese Diagnostic Normalization Data Set (CHIP-CDN) was annotated
by the medical team of Yidu Cloud. They are all composed of people with medical background and
clinician qualification certificates. This work took about 2 months, and the estimated cost was around
100,000 RMB in total.

The Chinese Diagnostic Normalization Data Set (CHIP-CDN) is completed by one round of labeling,
one round of full audit, and one round of random quality inspection. Labeling and review are
completed by ordinary labeling personnel with clinical qualifications, and random quality inspections
are completed by high-level terminology experts.



Original terms Normalization terms

e E T
SRR A AE Spa;e-‘ogcit,clupyn‘li Lesion of the Lung
Possible nodule metastasis A BT E MRt
. ) Secondary Malignant Neoplasm of the Lung
in the right lung TP R

Metastatic Tumor

A 579 A S
Hospitalization after detection M &3 PR 22
of nodules in the right lung

Fr IR T .
Subpleural nodule in the left MBS &
upper lung to be examined

Space-occupying Lesion of the Lung

Space-occupying Lesion within the Pleural Space

Table 3: Examples in CHIP-CDN

PII and IRB The corpus is collected from EMR (electronical medical records) and only the final
diagnoses field is used for the normalization research. The dataset dose not refer to ethics.

As shown in the example table, the final diagnoses has no PII included.

The original dataset format is a self-defined xIsx format, to unify the data pre-processing step, the
CBLUE team has converted the data format to the JSON format with the permission of the data
provider.

Evaluation Metrics The F1 score is calculated with (original diagnosis terms, standard phrases)
pairs. Say, if the test set has m golden pairs, and the predicted result has n pairs, where k pairs are
predicted correctly, then:

P=k/n,R=k/m,F1=2xPxR/(P+R). (1)

Dataset Statistic 8,000 training instances and 10,000 testing instances are provided. We split the
original training set into 6,000 and 2,000 for the training and validation set, respectively.

Dataset Provider The dataset is provided by Yidu Cloud Technology Inc.

3.4 Clinical Trial Criterion Dataset (CHIP-CTC)

Task Background Clinical trials refer to scientific research conducted by human volunteers to
determine the efficacy, safety, and side effects of a drug or a treatment method. It plays a crucial role
in promoting the development of medicine and improving human health. Depending on the purpose
of the experiment, the subjects may be patients or healthy volunteers. The goal of this task is to
predict whether a subject meets a clinical trial or not. Recruitment of subjects for clinical trials is
generally done through manual comparison of medical records and clinical trial screening criteria,
which is time-consuming, laborious, and inefficient. In recent years, methods based on natural
language processing have got successful in many biomedical applications. This task is proposed with
the purpose of automatically classifying clinical trial eligibility criteria for the Chinese language, and
the original task is released at the CHIP2019 conference. All the data comes from real clinical trials
collected from the website of the Chinese Clinical Trial Registry (ChiCTR) El which is a non-profit
organization providing registration for public research use. Each

Task Description A total of 44 pre-defined semantic categories are defined for this task, and the
goal is to predict a given text to the correct category. For the detailed annotation instructions, please
refer to the CBLUE official website. Examples of labeled data are shown in Table 4]

Shttp://chictr.org.cn/


http://chictr.org.cn/

ID Clinical trial sentence Category

Fi>80%
St Age: >80 Age
AT A A B A R S
52 Recent intracranial/intraspinal surgery Therapy or Surgery
S3 IIL#<2.7mmol/L Laboratory Examinations

Blood glucose < 2.7 mmol/L

Table 4: Examples in CHIP-CTC

Annotation Process The CHIP-CTC corpus was annotated by three annotators. The first annotator
is Zuofeng Li, a principal scientist in Philips Research China, with more than a decade of research
experience in the biomedical domain. Other annotators were Zeyu Zhang (Ph.D. candidate) and
Jinxuan Yang (Ph.D. candidate) in the biomedical informatics field from Tongji University. The
annotation started in July 2019 and took about 1 month, further the corpus was used in CHIP 2019
shared task. The annotation was related to the annotator’s research project, and no payment was
required.

One experienced biomedical researcher (Z.L) and two raters (Z.Z and J.Y, Ph.D. candidate for
biomedical informatics) of biomedical domains labeled the CHIP-CTC corpus with the 44 categories.
First, they studied these categories’ definitions, investigated a large amount of expression patterns of
criteria sentences, and chose criteria examples of each category. Next, the two raters independently
annotated the same 1000 sentences, then they checked annotations and discussed contradictions with
Z.L until consensus was achieved. This step repeated 20 iterations and 20000 criteria sentences were
annotated which were later used to calculate the inter-annotator agreement score (0.9920 by Cohen’s
kappa score). Finally, the remaining 18341 sentences were assigned to the two raters for annotation.

PII and IRB The corpus is collected from the Chinese Clinical Trial Registry (ChiCTR) website,
which is a non-profit organization providing registration for public research use. For each registered
clinical trail case on this website, it is already approved by the ethic committee of the organization. In
addition, the annotation and corpus have also been reviewed and approved by Internal Committee on
Biomedical Experiments (ICBE) in Philips. It is encouraged to use the corpus for academic research.

For each registered clinical trail report, no PII is included.

The original dataset format is a self-defined csv format, to unify the data pre-processing step, the
CBLUE team has converted the data format to the JSON format with the permission of the data
provider.

Evaluation Metrics The evaluation of this task uses Macro-F1. Suppose we have n categories,
Ci,...,Ci,...,Cy. The accuracy rate P; is the number of records correctly predicted to class C; / the
number of records predicted to be class C;. Recall rate R; = the number of records correctly predicted
as the class C; / the number of records of the real C; class.

" 2% PixRi
Average—F1 = (1/n _ 2
g UR) I @

Dataset Statistic This task has 22,962 training set, 7,682 validation set, and 10000 test set.

Dataset Provider The dataset is provided by the School of Life Sciences and Technology, Tongji
University and Philips Research China.

3.5 Semantic Textual Similarity Dataset (CHIP-STS)

Task Background CHIP-STS task aims to learn similar knowledge between disease types based on
the Chinese online medical questions. Specifically, given question pairs from 5 different diseases, it



is required to determine whether the semantics of the two sentences are similar or not. The originally
shared task was released at the CHIP2019 conference.

Task Description The category represents the name of the disease type, including diabetes, hyper-
tension, hepatitis, aids, and breast cancer. The label indicates whether the semantics of the questions
are the same. If they are the same, they are marked as 1, and if they are not the same, they are marked
as 0. Examples of labeling are shown in Table 3]

Questionl Question2 Label

What is the recommended dietary label:1

. S N
What should patients with diabetes eat? for patients with diabetes?

LN =FAMfEE? PR =FAMfEE?
What is the harm of hepatitis B What is the harm of hepatitis B label:0
(HBsAg/HBeAb/HBcAb-positive)? (HBsAg/HBeAg/HBcAb-positive)?

Table 5: Examples in CHIP-STS

Annotation Process The CHIP-STS corpus was annotated by five undergraduate annotators from
medical colleges under the guidance of one surgeon and one physician. The task is relatively simple
since it is a two-class classification one. The annotation process as well as the time of inspection
lasted for two weeks. A total of 30,000 sentences pairs were annotated and the total annotation
expense is 25,000 RMB.

The corpus was composed of five types of diseases, so each annotator was assigned two types of
diseases to label, to guarantee that each type of disease was annotated by two raters. During the trail
annotation process, each annotator was given 100 records to label, to test if they could understand the
tasks thoroughly. Following that, the annotators start to label the remaining instances, and medical
experts would give necessary help, like explaining the disease mechanism to assist the raters. Finally,
each record was labeled by two different labelers and the disagreed pairs were selected for discussion
and case study, the annotators would recheck the previous annotated results according to the experts’
feedback. The IAA score was 0.93.

PII and IRB The corpus is collected from online questions from medical forum, and it doesn’t
refer to the ethics, which has been checked by the IRB committee of the provider.

During the annotation step, sentences with PHI information is discarded by the annotators manually.
The CBLUE team has also validated the dataset record by record to guarentee there is no PII included.

The original dataset format is a self-defined csv format, to unify the data pre-processing step, the
CBLUE team has converted the data format to the JSON format with the permission of the data
provider.

Evaluation Metrics The evaluation of this task is Macro-F1.
Dataset Statistic This task has 16,000 training set, 4,000 validation set, and 10,000 tests set data.
Dataset Provider The dataset is provided by Ping An Technology.

3.6 KUAKE-Query Intent Classification Dataset (KUAKE-QIC)

Task Background In medical search scenarios, the understanding of query intent can significantly
improve the relevance of search results. In particular, medical knowledge is highly specialized, and
classifying query intentions can also help integrate medical knowledge to enhance the performance
of search results. This task is proposed for this purpose.

Task Description There are 11 categories of medical intent labels, including diagnosis, etiology
analysis, treatment plan, medical advice, test result analysis, disease description, consequence



prediction, precautions, intended effects, treatment fees, and others. For the detailed annotation
instructions, please refer to the CBLUE official website. Examples are shown in Table|[6]

Intent Sentences
B B ERERIER TR E A EE?
SRIEIZ T Why do I always feel weak after I get up in the morning?

disease diagnosis FEXFEFEROLNA T, AT A H/RSHIFEKH?
Why does my 5-month-old baby occasionally vomit clear liquid?
W g 12 R A 4
What should patients with asthma pay attention to?
ZAARENRERZIETE
FERE Can a pregnant woman eat durians?
precautions WiF AR 2 —i&nz
Which food cannot be eaten together with persimmons?
BRI N X BB AT 402
What should patients with diabetes pay attention to about their diet?
WERIRIZ M 210 B
ThEE & What examination should patients with diabetes receive?
medical advice ftFEREMFLRIE?

Which department should patients with stomachache visit?

Table 6: Examples in KUAKE-QIC

Annotation Process The KUAKE-QIC corpus was annotated by six annotators graduated from
medical college, they were employed by Alibaba as full-time employee for the KUAKE department.
They got passed the test for the specified annotation tasks before the annotation started. This task
costed about 2 weeks and the annotation fee was 11,000 RMB with 22,000 labelled records, that’s to
say, 0.3 RMB / per record.

The annotation process was divided into three steps:

The first step was the trail annotation step, 2,000 records were selected for this stage. The annotators
were grouped into 2 groups, each with 3 persons. The data provider had a strict metric for quality
control, say, the IAA between the three persons within the same group must exceed 0.9.

The second stage is the formal annotation phase, and during this stage, 6 annotators were divided into
three groups, each with 2 persons. A total of 20,000 records were annotated, IAA for this step was
0.9230.

The last step was the quality inspection step, sampling strategy was adapted and 300 records were
sampled for validation, some common annotation problems were raised by the medical experts and
the data would be fixed in a batch mode. In addition, some disagreed cases were made final decisions
by the medical experts.

PII and IRB The corpus is collected from user queries from the KUAKE search engine, and it
doesn’t refer to the ethics, which has been checked by the IRB committee of the provider.

During the annotation step, sentences with PHI information or offensive information (like sexual
queries) is discarded by the annotators manually. The dataset also got passed the data disclosure
process of Alibaba.

The CBLUE team has also validated the dataset record by record to guarentee there is no PII included.

Evaluation Metrics Accuracy is used for the evaluation of this task.

Dataset Statistic This task has 6,931 training set data, 1,955 validation set data, and 1,994 test set
data.



Dataset Provider The dataset is provided by Alibaba QUAKE Search Engine.

3.7 KUAKE- Query Title Relevance Dataset (KUAKE-QTR)

Task Background KUAKE Query Title Relevance is a dataset for query document (title) relevance
estimation. For example, give the query “Symptoms of vitamin B deficiency”, the relevant title should
be “The main manifestations of vitamin B deficiency”.

Task Description The correlation between Query and Title is divided into 4 levels (0-3), O is the
worst, and 3 stands for the best match. For the detailed annotation instructions, please refer to the
CBLUE official website. Examples are shown in Table[7]

Query Title Level
3 M g P2 =) ; i Il_[

e e N 11 DR TR R

Symptoms of Vitamin B deficiency What are the major symptoms of 3

Vitamin B deficiency?

KEBRB LR I15 & 4 I BRFRERB LT & 4

How can I treat a soft tissue What’s the treatment for a soft tissue 2

injury in the thigh? injury in the leg?

et s /NI S — B E 4 )
BRI R AT 4 SRS e DS f — B 271

How can I treat pains caused by lower 1
What causes lower leg cramps?

leg cramps?

PRRR A 2 R T A PR AT 2 R ALY 0

What is the cause of picky eating? =~ What is the cause of picky eating?

Table 7: Examples in KUAKE-QTR

Annotation Process The KUAKE-QTR corpus was annotated by a total of nine annotators, among
which seven were from third-party crowd-sourcing undergraduates from medical colleges and two
were from Alibaba full-time medical experts. The crowd-sourcing annotators were required to get
trained and passed the annotation test before they could execute the task. The annotations lasted for 2
weeks and a total of 28,000 RMB was used.

Similar to the KUAKE-QIC task, the KUAKE-QTR annotation process was divided to three steps
with minor changes:

The training and examination stage: The seven annotators got trained by the two FTE (full-time
employee) experts to understand the tasks, then each one was given 200 records to label, which have
ground-truth answer annotated by FTE experts. The precision must be above 85% to pass the test.

The second step was the formal annotation step, and each annotators were given 3,000 records to
label, among which 100 were with golden labels by medical experts. The annotation tools would
automatically evaluate the annotation quality by comparing the label between the annotators’ ones
and the golden ones. Help would be given to the annotators if necessary. Only the precision exceeding
the threshold of 0.85 would be handed to the next round.

The last step was the quality inspection step, sampling strategy was adapted and 100 records were
sampled for validation by the FTE medical experts, bad cases would be returned to the crowd-sourcing
annotators to be fixed.

PII and IRB The corpus is collected from user queries from the KUAKE search engine, and it
doesn’t refer to the ethics, which has been checked by the IRB committee of the provider.

During the annotation step, sentences with PHI information or offensive information (like sexual
queries) is discarded by the annotators manually. The dataset also got passed the data disclosure
process of Alibaba.

The CBLUE team has also validated the dataset record by record to guarentee there is no PII included.
One record with NULL label was discarded with the permission of the provider.
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Evaluation Metrics Same as the KUAKE-QIC task, accuracy is used for the evaluation of this
task.

Dataset Statistic This task has 24,174 training set data, 2,913 validation set data, and 54,65 test set
data.

Dataset Provider This dataset is provided by Alibaba QUAKE Search Engine.

3.8 KUAKE - Query Query Relevance Dataset (KUAKE-QQR)

Task Background KUAKE Query-Query Relevance is a dataset that evaluates the relevance
between two given queries to resolve the long-tail challenges for search engines. Similar to KUAKE-
QTR, query-query relevance is an essential and challenging task in real-world search engines.

Task Description The correlation between Query and Title is divided into 3 levels (0-2), O is the
worst, and 2 stands for the best correlation. For the detailed annotation instructions, please refer to
the CBLUE official website. Examples are shown in Table|[§]

Query Query Level
INETATREIE AT 4 R R 5 ) NZTF TS 4 )
What causes children’s snoring What makes children snore?

YR B 353 1 A PRIXHR Bz 53 1% |
Heredity laws of double-fold eyelids Heredity of hidden double-fold eyelids

L L R s S 5 L5 IR R 6 5

What index of the CBC test will be abnormal for ~What index of the blood test will be abnormal 0
patients with leukemia? for patients with leukemia?

Table 8: Examples in KUAKE-QQR

Annotation Process The same as KUAKE-QTR except for the expense, which is 22,000 RMB in
total.

PII and IRB The same as KUAKE-QTR.

Evaluation Metrics Same with the KUAKE-QIC and KUAKE-QTR tasks, accuracy is used for
the evaluation metrics.

Dataset Statistic This task has 15,000 training set data, 1,600 validation set data, and 1,596 test set
data.

Dataset Provider This dataset is provided by Alibaba QUAKE Search Engine.

4 Experiments Details

This section details the training procedures and hyper-parameters for each of the data sets. We utilize
Pytorch to conduct experiments, and all running hyper-parameters are shown in the following Tables.
There are two stages in CMelE, namely, entity recognition (CMeEE-ER) and relation classification
(CMeEE-RE). So we detail the hyper-parameters in CMeEE-ER and CMeEE-RE, respectively.

Requirements

e python3
* pytorch 1.7

e transformers 4.5.1
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Method Value
warmup_proportion 0.1

weight_decay 0.01
adam_epsilon le-8
max_grad_norm 1.0

Table 9: Common hyper-parameters for all CBLUE tasks

Model epoch batch_size max_length learning_rate
bert-base 5 32 128 4e-5
bert-wwm-ext 5 32 128 de-5
roberta-wwm-ext 5 32 128 4e-5
roberta-wwm-ext-large 5 12 65 2e-5
roberta-large 5 12 65 2e-5
albert-tiny 10 32 128 Se-5
albert-xxlarge 5 12 65 le-5
zen 5 20 128 4e-5
macbert-base 5 32 128 de-5
macbert-large 5 12 80 2e-5
PCL-MedBERT 5 32 128 de-5

Table 10: Hyper-parameters for the training of pre-trained models with a token classification head
on top for named entity recognition of the CMeEE task.

* jieba
* gensim

Hyper-parameters for Specific Task is shown in Table [9{20]

5 Error Analysis for Other Tasks

Ambiguity indicates that the instance has a similar context but different meaning, which mislead the
prediction.

Need domain knowledge indicates that there exist biomedical terminologies in the instance which
require domain knowledge to understand.

Need syntactic knowledge indicates that there exists complex syntactic structure in the instance, and
the model fails to understand the correct meaning.

Model epoch batch_size max_length learning_rate
bert-base 7 32 128 5e-5
bert-wwm-ext 7 32 128 5e-5
roberta-wwm-ext 7 32 128 4e-5
roberta-wwm-ext-large 7 16 80 4e-5
roberta-large 7 16 80 2e-5
albert-tiny 10 32 128 4e-5
albert-xxlarge 7 16 80 le-5
zen 7 20 128 4e-5
macbert-base 7 32 128 4e-5
macbert-large 7 20 80 2e-5
PCL-MedBERT 7 32 128 4e-5

Table 11: Hyper-parameters for the training of pre-trained models with a token-level classifier for
subject and object recognition of the CMelE task.
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Model epoch batch_size max_length learning_rate

bert-base 8 32 128 Se-5
bert-wwm-ext 8 32 128 Se-5
roberta-wwm-ext 8 32 128 4e-5
roberta-wwm-ext-large 8 16 80 4e-5
roberta-large 8 16 80 2e-5
albert-tiny 10 32 128 4e-5
albert-xxlarge 8 16 80 le-5
zen 8 20 128 4e-5
macbert-base 8 32 128 4e-5
macbert-large 8 20 80 2e-5
PCL-MedBERT 8 32 128 4e-5

Table 12: Hyper-parameters for the training of pre-trained models with a classifier for the entity
pairs relation prediction of the CMelE task.

Model epoch batch_size max_length learning_rate
bert-base 5 32 128 5e-5
bert-wwm-ext 5 32 128 5e-5
roberta-wwm-ext 5 32 128 4e-5
roberta-wwm-ext-large 5 20 50 3e-5
roberta-large 5 20 50 4e-5
albert-tiny 10 32 128 4e-5
albert-xxlarge 5 20 50 le-5
zen 5 20 128 4e-5
macbert-base 5 32 128 de-5
macbert-large 5 20 50 2e-5
PCL-MedBERT 5 32 128 de-5

Table 13: Hyper-parameters for the training of pre-trained models with a sequence classification
head on top for screening criteria classification of the CHIP-CTC task.

Param Value
recall_k 200
num_negative_sample 10

Table 14: Hyper-parameters for the CHIP-CDN task. We model the CHIP-CDN task with two stages:
recall stage and ranking stage. num_negative_sample sets the number of negative samples sampled
for the training ranking model during the ranking stage. recall_k sets the number of candidates
recalled in the recall stage.
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Model epoch batch_size max_length learning_rate

bert-base 3 32 128 4e-5
bert-wwm-ext 3 32 128 Se-5
roberta-wwm-ext 3 32 128 4e-5
roberta-wwm-ext-large 3 32 40 4e-5
roberta-large 3 32 40 4e-5
albert-tiny 3 32 128 4e-5
albert-xxlarge 3 32 40 le-5
zen 3 20 128 4e-5
macbert-base 3 32 128 4e-5
macbert-large 3 32 40 2e-5
PCL-MedBERT 3 32 128 4e-5

Table 15: Hyper-parameters for the training of pre-trained models with a sequence classifier for the
ranking model of the CHIP-CDN task. We encode the pairs of the original term and standard phrase
from candidates recalled during the recall stage and then pass the pooled output to the classifier,
which predicts the relevance between the original term and standard phrase.

Model epoch batch_size max_length learning_rate
bert-base 20 32 128 4e-5
bert-wwm-ext 20 32 128 5e-5
roberta-wwm-ext 20 32 128 4e-5
roberta-wwm-ext-large 20 12 40 4e-5
roberta-large 20 12 40 4e-5
albert-tiny 20 32 128 4e-5
albert-xxlarge 20 12 40 le-5
zen 20 20 128 4e-5
macbert-base 20 32 128 4e-5
macbert-large 20 12 40 2e-5
PCL-MedBERT 20 32 128 de-5

Table 16: Hyper-parameters for the training of pre-trained models with a sequence classifier for the
prediction of the number of standard phrases corresponding to the original term in the CHIP-CDN
task.

Model epoch batch_size max_length learning rate
bert-base 3 16 40 3e-5
bert-wwm-ext 3 16 40 3e-5
roberta-wwm-ext 3 16 40 4e-5
roberta-wwm-ext-large 3 16 40 4e-5
roberta-large 3 16 40 2e-5
albert-tiny 3 16 40 Se-5
albert-xxlarge 3 16 40 le-5
zen 3 16 40 2e-5
macbert-base 3 16 40 3e-5
macbert-large 3 16 40 3e-5
PCL-MedBERT 3 16 40 2e-5

Table 17: Hyper-parameters for the training of pre-trained models with a sequence classifier for
sentence similarity predication of the CHIP-STS task.
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Model epoch batch_size max_length learning_rate

bert-base 3 16 50 2e-5
bert-wwm-ext 3 16 50 2e-5
roberta-wwm-ext 3 16 50 2e-5
roberta-wwm-ext-large 3 16 50 2e-5
roberta-large 3 16 50 3e-5
albert-tiny 3 16 50 Se-5
albert-xxlarge 3 16 50 le-5
zen 3 16 50 2e-5
macbert-base 3 16 50 3e-5
macbert-large 3 16 50 2e-5
PCL-MedBERT 3 16 50 2e-5

Table 18: Hyper-parameters for the training of pre-trained models with a sequence classifier for
query intention prediction of the KUAKE-QIC task.

Model epoch batch_size max_length learning rate
bert-base 3 16 40 4e-5
bert-wwm-ext 3 16 40 2e-5
roberta-wwm-ext 3 16 40 3e-5
roberta-wwm-ext-large 3 16 40 2e-5
roberta-large 3 16 40 2e-5
albert-tiny 3 16 40 Se-5
albert-xxlarge 3 16 40 le-5
zen 3 16 40 3e-5
macbert-base 3 16 40 2e-5
macbert-large 3 16 40 2e-5
PCL-MedBERT 3 16 40 3e-5

Table 19: Hyper-parameters of training the sequence classifier for the KUAKE-QTR task.

Model epoch batch_size max_length learning rate
bert-base 3 16 30 3e-5
bert-wwm-ext 3 16 30 3e-5
roberta-wwm-ext 3 16 30 3e-5
roberta-wwm-ext-large 3 16 30 3e-5
roberta-large 3 16 30 2e-5
albert-tiny 3 16 30 Se-5
albert-xxlarge 3 16 30 3e-5
zen 3 16 30 2e-5
macbert-base 3 16 30 2e-5
macbert-large 3 16 30 2e-5
PCL-MedBERT 3 16 30 2e-5

Table 20: Hyper-parameters of training the sequence classifier for the KUAKE-QQR task.
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Sentence Golden RO ME

AR SR, WA NERE SRR B BRERT ARG BERTR R
z;(fWTﬂUH@%%%%&?&ﬁ MR R g =5 I R AT e I VRLART
o

Another study showed that medial knee medial knee medial knee
load-reducing shoes were osteoarthritis, adjuvant  osteoarthritis, adjuvant  osteoarthritis, adjuvant
not effective for medial knee  therapy, load-reducing therapy, load-reducing  therapy, load-reducing

osteoarthritis. shoes shoes shoes
. BEMIELS  BEMEX (FE0 1k TITITE BEMEX (580 1k
SRARAE R BEAE K HRAE HRAE

Mental illness: anxiety and  anxiety, related cause, NonelNonelNone anxiety, related cause,
depression are related to in- insomnia insomnia
somnia.

RIS, B AR (K TITEITE FITEITE

B IR - 1) 18k

In the late stage of rabies rabies, transform, NonelNonelNone NonelNonelNone
infection, patients often ap- comatose

pear comatose.

Table 21: Error cases in CMelE. We evaluate roberta-wwm-ext and PCL-MedBERT on 3 sampled
sentences, with their gold labels and model predictions. Each label consists of subject | predicate |
Object. None means that the model fails to predict. RO = roberta-wwm-ext, MB = PCL-MedBERT.

Sentence Label RO MB
A RE I 2 BT BRI ¥ inkei L8 1R7)])3
Right first toe traumatic toe cutting Single toe cut Toe injury Single toe cut
C3-4 Rafhi (i SER A RES HHEM i HHEM
C3-4 spinal cord injury Neck spinal cord Spinal cord injury Spinal cord injury
injury
M EER B R AR A i SCGUE R Rty BRI
TR R eI E R eI E
T 2
Tumor bone metastatic gastritis Junior malignant Reflux Pelvic
tumor##Metastatic gastritis##Metastatic tumor##Metastatic
tumor##Gastritis tumor##Gastritis tumor##Gastritis

Table 22: Error cases in CHIP-CDN. We evaluate roberta-wwm-ext and PCL-MedBERT on 3
sampled sentences, with their gold labels and model predictions. There may be multiple predicted
values, separated by a "##". RO = roberta-wwm-ext, MB = PCL-MedBERT.

Overlap entity indicates there exist multiple overlapping entities in the instance.

Long sequence indicates that the input instance is very long.

Annotation error indicates that the annotated label is wrong.

Wrong entity boundary indicates that the instance has the wrong entity boundary.

Rare words indicates that there exist low-frequency words in the instance.

Multiple triggers indicates that there exist multiple indicative words which mislead the prediction.

Colloquialism (very common in the search queries) indicates that the instance is quite different from
written language (e.g., with many abbreviations), thus, challenging the prediction model.

Irrelevant description indicates that the instance has lots of irrelevant information, which mislead
the prediction.
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Sentence Label RO MB

PEZXATRIEF AR ZHEE  SHZEHINIER R EFA I EFA
Previous multi-time crashed surgery or ab- Multiple Therapy or Surgery Therapy or Surgery
dominal adhesive

gﬁuﬁﬁ§ﬁ§<Dﬂ)ﬁﬂﬁﬁﬁ 10 L 10
Preoperative cognitive development screen- Diagnostic Disease Diagnostic

ing test(DST) finds development slow

LR A IR FHE R R R iRt e R PRI
Patients who have been transferred in central ~ Neoplasm Status Disease Disease

nervous system

Table 23: Error cases in CHIP-CTC. We evaluate roberta-wwm-ext and PCL-MedBERT on 3
sampled sentences, with their gold labels and model predictions. RO = roberta-wwm-ext, MB =
PCL-MedBERT.

Model

Query-A Query-B BE BE+ MB Gold
TRAEE #R C AT EEE? LATHIE Bt 0 0 0 1
Can sweat spread the hepatitis B How is hepatitis B transmitted?
virus?
DR e SR HL b PR 2 Hott 4 KRR BE R 1 1 1 0
What type of diabetes? What type of diabetes am I?
T B R 3LRE BRI 1 0 0 1
How to prevent AIDS? AIDS Prevention and Control

Regulations.

Table 24: Error cases in CHIP-STS. We evaluate performance of baselines with 3 sampled instances.
The similarity between queries is divided into 2 levels (0-1), which means "unrelated’ and ’related’ .
BE = BERT-base, BE+ = BERT-wwm-ext-base, MB = PCL-MedBERT.

Model

Query-A Query-B BE BE+ MB Gold
NZ 2 RENC I RiF, WoEEENE, FIAATLL 3 3 3 0
724518
Can I eat crabs with medicine? Hello, does it matter to take
medicine after eating crabs?
—PEA R — P REEERAE - 1 1 0 3
Calories per egg white. One egg white calories.
BERAEHE - BRI HIERE - 2 2 2 1
Amino acid usage and dosage. Efficacy and dosage of amino
acids.

Table 25: Error cases in KUAKE-QTR. We evaluate performance of baselines with 3 sampled
instances. The correlation between Query and Title is divided into 4 levels (0-3), which means
‘unrelated’, ’poorly related’, related’ and ’strongly related’. BE = BERT-base, BE+ = BERT-wwm-
ext-base, MB = PCL-MedBERT.
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Model

Query-A Query-B BE ZEN MB Gold
AR REELERES . mAEREREELEREELE 1 2 1 2
Should probiotics be drunk before 3% -
or after meals. Is it better to drink probiotics be-

fore or after meals
BE PR RERZ A IS 2 = LE RERZ P12 1 1 1 0
Can diabetics eat meat? Can hyperglycemic patients eat

meat?
A AER? ML A THR? 0 0 2 2

What drug does neurasthenic pa-
tient take effective?

What drug does neurasthenic pa-
tient take effective?

<

Table 26: Error cases in KUAKE-QQR. We evaluate performance of baselines with 3 sampled
instances. The correlation between Query and Title is divided into 3 levels (0-2), which means
‘poorly related or unrelated’, *related’ and ’strongly related’. BE = BERT-base, ZEN = ZEN, MB =
PCL-MedBERT.
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