
A Appendix

A.1 Network architectures

For all experiments, we trained the ResNet18 architecture [23] using SGD optimizer with 0.9
momentum and learning rates as indicated in Table-A1, weight decay of 10−4, batch size of 128. All
learning rates were reduced by a factor of 10 after scheduled epochs.

Table A1: Training hyperparameters for each dataset and network.

Dataset Model LRE LRDa LREDc weight decay batch size Num. Epochs Scheduled Epochs
MNIST

ResNet18 0.5 0.1 0.1 10−4 128

100 [50, 80]
CIFAR-10 300 [150, 250]

CIFAR-100 300 [150, 250]
Tiny-Imagenet 500 [300, 450]

A.2 Adversarial attacks

We used a range of adversarial attacks in our experiments. Hyperparameters associated with each
attack are listed in the table below. Implementation of these attacks were adopted from Foolbox [42],
AdverTorch [12] packages.

A.3 Wasserstein GAN Loss

For AFD-WGAN model, we used the generator and discriminator losses from [1] to adversarially
train the feature extractor Fθ and domain discriminator Dψ respectively.

LD =
1

m

m∑
i=1

[
−Dψ(Fθ(xi), yi) +Dψ(Fθ(x

′
i), yi)

]
(11)

LF =
1

m

m∑
i=1

−Dψ(Fθ(xi), yi) (12)

B Broader Impact

As the application of deep neural networks becomes more common in everyday life, security and
dependability of these networks becomes more crucial. While these networks excel at performing
many complicated tasks under standard settings, they often are criticized for their lack of reliability
under broader settings. One of the main points of criticism of today’s artificial neural networks is on
their vulnerability to adversarial patterns – slight but carefully constructed perturbations of the inputs
which drastically decrease the network performance.

Our work presented here proposes a new way of addressing this important issue. Our approach
could be used to improve the robustness of learned representation in an artificial neural network
and as shown lead to a recognition behavior that is more aligned with the human judgement. More
broadly, the ability to learn robust representations and behaviors is highly desired in a wide range of
applications and disciplines including perception, control, and reasoning and we expect the presented
work to influence the future studies in these areas.
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Table A2: Attack hyperparameters for each dataset and attack.

Attack Dataset Steps ε More Toolbox

FGSM
MNIST

1
[0, 0.1, 0.3, 0.35, 0.4, 0.45, 0.5] -

FoolboxCIFAR [0, 2
255 , 4

255 , 8
255 , 16

255 , 32
255 , 64

255 ] -
Tiny-IN [0, 2

255 , 4
255 , 8

255 , 16
255 , 32

255 ] -

PGD-L1

MNIST
50 [[0, 10, 50, 100, 200]] step=0.025 FoolboxCIFAR

Tiny-IN [0, 10, 50]

PGD-L2

MNIST
50 [0, 2, 5, 10] step=0.025 FoolboxCIFAR

Tiny-IN [0, 2, 5]

PGD-L∞
MNIST 40 [0, 0.1, 0.3, 0.35, 0.4, 0.45, 0.5] step=0.033

FoolboxCIFAR 20 [0, 2
255 , 4

255 , 8
255 , 16

255 , 32
255 ] step= 2

255Tiny-IN 20 [0, 2
255 , 4

255 , 8
255 , 16

255 ]

MIM
MNIST

40
[0, 0.1, 0.3, 0.5, 0.8, 1] -

AdverTorchCIFAR [0, 2
255 , 4

255 , 8
255 , 16

255 , 32
255 ] -

Tiny-IN [0, 2
255 , 4

255 , 8
255 , 16

255 ] -

DDN
MNIST

100
[0, 1, 2, 5] -

FoolboxCIFAR [0, 2, 5, 10, 15] -
Tiny-IN [0, 0.2, 0.5, 1] -

Deepfool
MNIST

50
[0, 0.1, 0.3, 0.35, 0.4, 0.45, 0.5] -

FoolboxCIFAR [0, 2
255 , 4

255 , 8
255 , 16

255 , 32
255 , 64

255 ] -
Tiny-IN [0, 2

255 , 4
255 , 8

255 , 16
255 ] -

C&W
MNIST

100 [0, 0.5, 1, 1.5, 2] stepsize=0.05 FoolboxCIFAR
Tiny-IN

AA
MNIST

100
[0, 0.2, 0.3, 0.35]

- AutoAttackCIFAR [0, 8/255., 16/255., 32/255.]
Tiny-IN [0, 2/255., 4/255., 8/255.]
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Figure A1: Comparison of adversarial accuracy of different methods against white-box attacks on
MNIST dataset with ResNet18 architecture.
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Table A3: Transfer black-box attack from ResNet18 network trained with adversarially training (AT)
and TRADES on different datasets.

Dataset Method AT Transfer TRADES Transfer

MNIST
AT - 97.32

TRADES 96.64 -
AFD 97.41 97.58

CIFAR10
AT - 64.34

TRADES 78.43 -
AFD 86.36 66.49

CIFAR100
AT - 42.54

TRADES 39.22 -
AFD 43.59 42.26

Table A4: Dimensionality of the learned representation space on various datasets using different
methods and measures. Units: number of non-zero feature dimensions over the test-set within each
dataset. Dims: number of PCA dimensions that account for 99% of the variance across all images
within the test-set of each dataset.

Dataset MNIST CIFAR10 CIFAR100

Network ResNet18 ResNet18 ResNet18
Units Dims Units Dims Units Dims

NT 64 9 512 70 512 376
AT 64 9 512 75 512 440

TRADES 64 14 512 70 512 339
AFD 28 9 389 12 511 304

Table A5: Comparison of adversarial accuracy on MNIST dataset against PGD-L∞ with ε = 0.3 for
different domain discriminator architectures. FC1 and FC3 architectures refer to 1-layer and 3-layer
fully connected networks respectively. PD refers to projection discriminator.

Dataset Model Da Architecture Adversarial Acc.

MNIST RN18
FC1-PD 85.96

FC3 90.73
FC3-PD 97.03
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Figure A2: Comparison of adversarial accuracy of different methods against white-box attacks on
CIFAR100 dataset with ResNet18 architecture.
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Figure A3: Comparison of adversarial accuracy of different methods against white-box attacks on
Tiny-Imagenet dataset with ResNet18 architecture.
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Figure A4: Comparison of normalized feature sensitivity on test set of MNIST, CIFAR10, CIFAR100,
and Tiny-Imagenet datasets under PGD-L∞ attack. For each image, we computed the normalized
feature sensitivity as ‖F (x)−F (x′)‖2

‖F (x)‖2 . Plots show the median sensitivity over test-set of each dataset.
Error bars correspond to standard deviation. (dashed-black) naturally trained; (blue) adversarially
trained; (red) TRADES; (green) AFD.
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Figure A5: Comparison of adversarial accuracy of AFD and representation matching against white-
box attacks on MNIST dataset with ResNet18 architecture.
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Figure A6: Scatter plot of 2-dimensional t-SNE projection [33] of the representations derived from
training the ResNet18 architecture on MNIST dataset. (top row) t-SNE projection of representations
of natural images for networks trained with different methods. Each point corresponds to the
representation of one of the images from the MNIST test-set. (rows 2 to 5) t-SNE projection of the
representation of the natural and adversarial MNIST test-set images. Columns are sorted from left
to right with the strength of the perturbation (left-most column corresponds to natural images and
right-most column with highest tested perturbation). Perturbations are generated using PGD-L∞
attack. NT: naturally trained; AT: adversarially trained[34]; TRADES: [57]; AFD: adversarial feature
desensitization.
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Figure A7: Scatter plot of 2-dimensional t-SNE projection [33] of the representations derived from
training the ResNet5 architecture on CIFAR10 dataset. (top row) t-SNE projection of representations
of natural images for networks trained with different methods. Each point corresponds to the
representations of one of the images from the CIFAR10 test-set. (rows 2 to 5) t-SNE projection of
the representations of natural and adversarial CIFAR10 test-set images. Columns are sorted from
left to right with the strength of the perturbation (left-most column corresponds to natural images
and right-most column with highest tested perturbation). NT: naturally trained; AT: adversarially
trained[34]; TRADES: [57];AFD: adversarial feature desensitization.
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Figure A8: Scatter plot of 2-dimensional t-SNE projection [33] of the representation derived from
training the ResNet5 architecture on CIFAR100 dataset. (top row) t-SNE projection of representations
of natural images for networks trained with different methods. Each point corresponds to the
representation of one of the images from the CIFAR100 test-set. (rows 2 to 5) t-SNE projection of
the representation of the natural and adversarial CIFAR100 test-set images. Columns are sorted from
left to right with the strength of the perturbation (left-most column corresponds to natural images and
right-most column with highest tested perturbation). NT: naturally trained; AT: adversarially trained
[34]; TRADES [57]; AFD: adversarial feature desensitization.
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Checklist

The checklist follows the references. Please read the checklist guidelines carefully for information on
how to answer these questions. For each question, change the default [TODO] to [Yes] , [No] , or
[N/A] . You are strongly encouraged to include a justification to your answer, either by referencing
the appropriate section of your paper or providing a brief inline description. For example:

• Did you include the license to the code and datasets? [Yes] See Section ??.

• Did you include the license to the code and datasets? [No] The code and the data are
proprietary.

• Did you include the license to the code and datasets? [N/A]

Please do not modify the questions and only use the provided macros for your answers. Note that the
Checklist section does not count towards the page limit. In your paper, please delete this instructions
block and only keep the Checklist section heading above along with the questions/answers below.

1. For all authors...

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes] We provide theoretical motivation for our method in
section 3. We then implement and test our approach in section 4.

(b) Did you describe the limitations of your work? [Yes] We describe the limitations of
our work in section 5.

(c) Did you discuss any potential negative societal impacts of your work? [No] Our
work is concerned with improving robustness against adversarial attacks. As such,
we actually may mitigate some vulnerabilities of machine learning models that could
negatively affect society. Arguably, the most likely negative outcome is that providing
new defenses may encourage researching stronger attacks.

(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes]

2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [Yes] The full set of
assumptions are stated in the beginning of Section 3.

(b) Did you include complete proofs of all theoretical results? [No] We do not present any
new theories in this work.

3. If you ran experiments...

(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? [Yes] The details of
the method are fully described in the paper. The code along with model checkpoints
are also included in the supplementary material.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes] This information is provided in the Experiments section.

(c) Did you report error bars (e.g., with respect to the random seed after running exper-
iments multiple times)? [No] We have not reported error bars for experiments on
different datasets. The current results include many individual experiments on multiple
datasets that were not repeated.

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] The type and number of GPUs
used to conduct the experiments were reported in section 4.1.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] This information is
provided in the Experiments section.

(b) Did you mention the license of the assets? [Yes] In the supplemental material.
(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]

Yes, code is provided in the supplemental material.
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(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [No] We did not use any assets that require consent from the creators.

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [No] We only used public benchmarks in our work
that do not contain any personally identifiable information or offensive content.

5. If you used crowdsourcing or conducted research with human subjects...
(a) Did you include the full text of instructions given to participants and screenshots, if

applicable? [N/A]
(b) Did you describe any potential participant risks, with links to Institutional Review

Board (IRB) approvals, if applicable? [N/A]
(c) Did you include the estimated hourly wage paid to participants and the total amount

spent on participant compensation? [N/A]
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