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Abstract
Disentanglement aims to recover meaningful
latent ground-truth factors from only the
observed distribution. Identifiability provides
the theoretical grounding for disentanglement to
be well-founded. Unfortunately, unsupervised
identifiability of independent latent factors is
a theoretically proven impossibility in the i.i.d.
setting under a general nonlinear smooth map
from factors to observations. In this work,
we show that, remarkably, it is possible to
recover discretized latent coordinates under the
most general smooth mapping (diffeomorphism)
without any additional inductive bias on the
mapping. This is, provided the latent density
has axis-aligned discontinuity landmarks, but
without making the unrealistic assumption of
statistical independence of the factors. We
introduce this novel form of identifiability and
provide a comprehensive proof of the recovery of
discretized coordinates.

1. Introduction
A large part of intelligence is based on the ability to
make sense of observed sensory data, without necessarily
explicit supervision. The goal of representation learning
is, thus, to detect and model relevant structure in the
distribution of observed data, and expose it into useful
compact representations, to facilitate good generalization
and sample-efficient learning of subsequent tasks. One long-
standing goal in that respect has been that of structuring
the representation into disentangled factors (Bengio et al.,
2013). These may be conceived of as “natural” ground
truth, descriptive, or causal variables that underlie the
observations. A vector representation that is made
of recovered disentangled factors may be viewed as
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corresponding to a natural Cartesian coordinate system for
the observations, whereby each varying factor is associated
with an axis.

Identifiability theory formalizes the foundations of
disentanglement by precisely delimiting conditions under
which it is possible. Unsupervised identifiability of
independent latent factors has been proven impossible in
the general nonlinear setting, in the absence of further
inductive bias (Hyvärinen & Pajunen, 1999; Locatello et al.,
2019). In the present theoretic work, we revisit and tackle
the problem of fully unsupervised identifiability of latent
factors in the same challenging setting: the most general
form of smooth non-linear mapping, a diffeomorphism. No
additional assumptions are made on the mapping, and the
assumption of the factors being mutually independent is
also removed.

We replace the latter by assuming the presence of axis-
aligned discontinuities in the joint probability density of
the latent factors; such discontinuities uncover sufficient
information to enable a relaxed form of identifiability of
the latent factors. This is a remarkable result, given the
significant distortion of space caused by a diffeomorphism.
First, we show that the discontinuities are preserved under
diffeomorphisms. These discontinuities, or cliffs, can
act as “separators” of the density into different regions.
We prove that under these assumptions, it is possible to
detect these separators that allow us to partition input
space. In this way, we can recover a Cartesian coordinate
system yielding discretized coordinates of the latent factors.
Therefore, we are able to map observed points back into
their respective factor bins. This theoretical work aims to lay
out the foundations for this relaxed form of identifiability,
in hopes of leading to algorithms of practical relevance,
since it requires neither the restrictive assumptions on the
mapping’s function class nor the unrealistic assumption of
independence to achieve identifiability.

Existing work in the literature achieves identifiability by
making assumptions a) on both the mixing map and the
latent factors, which are typically fully unsupervised; b)
assumptions on the distribution of latent factors and not
strictly on the mixing map, which typically require weak
supervision or auxiliary variables. None of these studies
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considered the recovery of a discretized coordinate system
like we do in this work.

Identifiability of latent factors in the unsupervised i.i.d
setting: The seminal work on linear independent component
analysis (Comon, 1994) established that under a linear and
invertible mixing map and independent non-Gaussian latent
factors, we can identify these latent factors up to order
and scale indeterminacies. Taleb & Jutten (1999) restrict
the problem to a post-nonlinear mapping, obtaining the
same indeterminacies as in linear mixtures. Gresele et al.
(2021) demonstrated that with independent latent factors
and a mixing function that adheres to the independent
mechanism assumption, some of the non-identifiability
counterexamples highlighted in (Hyvärinen & Pajunen,
1999) can be avoided. Expanding on the role of mixing
maps, Buchholz et al. (2022) scrutinized different classes
of maps that restrict the Jacobian of the mixing maps.
Their study specifically focused on conformal maps and
orthogonal coordinate transformations. Lastly, Ahuja et al.
(2022) asserted that the true latent factors can be identified,
barring permutation and scaling errors, when the mixing
map is polynomial and latent factors satisfy the support
independence assumption, as proposed in (Wang & Jordan,
2021; Roth et al., 2022). These two aforementioned works
relax the assumption of independent factors to that of
independent support, leveraging a trivial axis-aligned “grid”
structure as the boundary of the support. In the present work,
we also leverage axis-aligned structure inside the support.

Identifiability of latent factors with weak supervision:
Research in this category largely makes assumptions on
the latent distribution but imposes few constraints on the
mixing map. To compensate for this lack of restrictions,
these studies necessitate additional information, typically
in one of two forms: a) identification driven by auxiliary
information (e.g., labels, time stamps), or b) identification
driven by weak supervision (e.g., data augmentations)
(Hyvärinen & Morioka, 2017; Hyvärinen et al., 2019;
Hyvärinen & Morioka, 2016). A key example of auxiliary
information-driven identification is the work on identifiable
variational autoencoders (Khemakhem et al., 2020), which
assumes the existence of an additionally observed variable
such that the latent variables are conditionally independent
given it, and the conditional probability density of the
latent variable given this auxiliary variable comes from an
exponential family.

2. Overview of the proposed approach
We suppose that we have access to observations in X ⊂ RD.
They are realizations of the vector random variable X =
(X1, . . . , XD), which is assumed to be a transformation of a
real vector of unobserved latent factors Z = (Z1, . . . , Zd),
i.e. X = f(Z), via a bijective mapping f : Z → X

where Z ⊂ Rd. f is called the mixing map. f is unknown
but is assumed to belong to a broad function class. Latent
factors Z follow a distribution represented by probability
density function (PDF) pZ , which is also unknown, but on
which assumptions are typically made. This will induce a
distribution for X whose PDF is denoted by pX . The goal
of disentanglement is, from observed X only, to recover an
inverse mapping g : X → Z that approximates f−1 , so
that in Z ′ = g(X), ideally, we have a permutation σ such
that each Z ′

i correspond to a Zσ(i) up to some monotonic
transformation. We consider the mixing map to be the
most general form of smooth invertible mapping: f is a
diffeomorphism, that is, a continously differentiable function
with continously differentiable inverse. We want to learn the
approximate inverse diffeomorphism g. Most of the theory
will concern the diffeomorphism h := g ◦ f that maps the
two latent spaces together. The setup is summarized in the
following diagram:

h=g◦f

Z︸︷︷︸
⊂Rd

true factors

∼ pZ

−−−−−−−−−−−−−−−−−→
f−−−−−→

unknown
X︸︷︷︸

⊂RD

observed data

g≈f−1

−−−−→
learned

Z ′︸︷︷︸
⊂Rd

recovered factors

2.1. Principle of our approach

Statistical independence of latent factors has been criticized
as an unrealistic and problematic assumption (Träuble
et al., 2021; Dittadi et al., 2021; Roth et al., 2022) whose
association to disentanglement is misleading. In our
proposed approach, we do not assume that the factors Zi’s
are independent of each other. Instead, we assume that
the probability density landscape of pZ has remarkable
landmarks, such as cliffs, that are expected to be axis-
aligned in the ground-truth latent space. Such landmarks
need to be detectable not just in pZ but also in pX .
This means that they must correspond to events that
are sufficiently striking and that the mixing map f is
correspondingly gentle enough that it can neither erase
nor create them. Since we consider the most general non-
linear smooth maps – diffeomorphisms – which can warp the
space in almost arbitrary ways, the correspondingly striking
enough events that can survive these are discontinuities
in the probability density landscape. Note that the
extreme flexibility of diffeomorphisms is the fundamental
reason for the negative non-identifiability results for such
general non-linear function class (Locatello et al., 2019).
A diffeomorphism can morph almost any continuous
distribution into any other continuous distribution, rendering
most assumptions on the factors powerless. Even though
they are smooth, diffeomorphisms can get infinitesimally
close to non-smooth behavior if needed. But one aspect
they can neither erase nor manufacture is discontinuities.
We prove the preservation of discontinuities in the PDF
under a diffeomorphism (see Non-removable discontinuity
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(a) Independent non-Gaussian factors
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(b) Latent factors whose PDF has
axis-aligned discontinuities
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(c) Underlying grid structure

Figure 1: Illustration of different kinds of assumptions on the distribution of latent factors. Left: samples from traditional
assumption of independent non-Gaussian factors (here using a truncated Laplace distribution). Middle: samples from
a distribution that follows our assumption of axis-aligned discontinuities in the probability density. Right: Underlying
grid structure revealing discontinuity cliffs in the density landscape as colored axis-separators, forming a grid. Traditional
independence assumption yields non-identifiability result under general nonlinear smooth mapping (diffeomorphism). Our
assumption yields, under diffeomorphism, provable recovery of a discretized coordinate system. It allows to map back
observed points into the proper latent grid cell – a novel relaxed form of identifiability.

preservation theorem in Appendix B.1). We can thus
hope to detect density landmaks made of discontinuities
because discontinuities are preserved by the mapping.
Our precise assumption is that there are density jumps
(discontinuities) in the PDF pZ of the ground truth factors,
characteristic of each factor, so that their location does
not depend on the values of the other factors. With this
assumption, these landmarks form an axis-aligned grid on
Z ⊂ Rd. Figure 1 gives an illustrative 2D example of such
a density landscape, contrasting it with an example PDF of
statistically independent factors. These discontinuities are
preserved by mapping h. Under these circumstances, we can
show that it suffices to ensure that g yields an axis-aligned
grid in Z ′ for us to recover the ground truth coordinate
system (up to coordinate permutation) discretized to grid-
cells. This is our main theoretical contribution in this work:
the corresponding identifiability theorem is presented in
Section 3. We achieve a relaxed form of identifiability,
where in a sense we lose “resolution” on the latent factors,
but are still able to disentangle them and bin them into
meaningful intervals. With the discretized grid coordinates,
we can recover precisely in which cell of the grid the factors
lie (their discrete coordinates), but not precisely where
inside the cell (which would require perfect recovery of
the real coordinates). Our identification is actually “up to”
arbitrary diffeomorphisms within each cell.

Realistic or not realistic? At first sight, it may seem
that we are getting rid of an unrealistic assumption – that
of statistical independence of factors – to replace it with
another one that is on the surface seemingly even less
realistic: grid-forming discontinuities in the probability
density landscape. But is that so? It depends if one thinks

of disentangled factors form the ingrained viewpoint of
independence, or form the more useful perspectives of
either descriptive explanatory factors or factors that have a
causal origin. The usual concrete descriptive factors with
which we tend to describe things are clearly not statistically
independent (color of a banana v.s. orange-shaped object;
sand v.s. grass background for the picture of a camel
v.s. cow). On the other hand, examples of fundamental
sharp changes in the probability density along a given factor
abound. Due to gravity, people and most objects tend to be
either in a standing or lying position. One will seldom see
them with a 45 degrees pitch angle irrespective of how other
factors appear, which gives rise to the axis-aligned nature of
these sharp changes in density. While sharp density changes
are not necessarily discontinuities, they may be conceived
of as smoothed discontinuities.

For example, we find evidence of grid structure in the real-
world dataset of exoplanets, shown in Figure 2. The NASA
Exoplanet Archive (Akeson et al., 2013) contains physical
measurements of exoplanets. Sharp density changes are
observed, e.g. in the descriptive factors stellar magnitude
and radius multiplier. Interestingly, the magnitude of
the joint probability density gradient of these variables
displays cliffs that appear axis-aligned, hinting at a grid
structure that resembles the synthetic data from Figure 1,
thus substantiating the realism of this assumption.

Note also that while the picture of a grid with many
separators per axis may look unrealistic, finding merely
one or two such separator landmarks per axis will already
provide a precise location among 2K or 3K cells, K being
the number of factors.
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Figure 2: Grid structure observed in an exoplanet dataset.

While our work is agnostic to how such structures in the
density might emerge, they may be motivated from a causal
perspective, i.e. if the ground truth factors are associated
with latent causal factors. From this perspective, what
we are uncovering in aiming for such cliff-like density
landmarks are causal footprints (Lopez-Paz et al., 2017).

Finally, we highlight that beyond the presence of axis-
aligned discontinuities, we make no assumptions at all on
what the factor’s distribution should be like outside of these
localized discontinuities.

3. Discretized coordinates identifiability
We here briefly present the main theoretical identifiability
result of this study (corresponds to Theorem 4, formalized
in Appendix B.3, with a complete proof). We use the
following definitions:

An axis-separator is a an axis-aligned hyperplane
(coordinate hyperplane) restricted to the support of the
density (as the colored segments in Figure 1c).

An axis-aligned grid is a union of axis-separators.

A discrete coordination represents the coordinates of axis-
separators along each of the coordinate axes, defining the
entire grid structure.

Discretized coordinates z̄ associated to a point with real-
valued coordinates z are the integer location of the grid cell
that z belongs to, and are obtained as z̄i = q(zi).

Discretized coordinates identifiability theorem:
Let Z be a latent random variable with values in

Z ⊂ Rd and whose PDF is pZ . Let f : Z →
X ⊂ RD be a diffeomorphism, and X = f(Z) be
the observed random variable. Further assume that the
PDF pZ has non-removable discontinuities that forms

an axis-aligned grid, whose discrete coordination is A.
There exists diffeomorphisms g : X → Z ′ yielding a
variable Z ′ = g(X) whose PDF pZ′ has non-removable
discontinuities that form an axis-aligned grid. Consider any
such diffeomorphism g, and let B the discrete coordination
of its resulting axis-aligned grid. Then there exists a
permutation function σ over dimension indexes 1, . . . , d
and a direction reversal vector s ∈ {−1,+1}d such that
q(Z ′

j ,Bj , 1) = q(Zi,Ai, si) with i = σ−1(j). In other
words the discretized coordinates of Z ′ agree with the
discretized coordinates of Z, up to permutation and possible
axis reversal.

Main result: This means that from observing X only, it
suffices to find (learn) a g such that it yields a pZ′ whose
non-removable discontinuities forms some axis-aligned grid,
for the resulting discretized coordinates of learned Z ′ to
match the discretized coordinates of unobserved Z.

4. Discussion and future work
In this work, we have proved that a relaxed form
of fully unsupervised identifiability of latent factors is
possible under the most general nonlinear smooth mapping,
diffeomorphisms, a setup dominated by impossibility results
in the literature. We are able to achieve the identification
of discretized factor coordinates, provided that we assume
axis-aligned discontinuities in the latent factor’s distribution,
which will form a grid. This proposed novel form of
identifiability is meant as a step towards more realistic
assumptions for disentanglement: no restrictive inductive
bias on the mapping, no independence of factors, only
potential causal footprints.

However, there are important limitations to this theory, the
most obvious being that it requires actual discontinuities.
This is required due to the flexibility of general
diffeomorphisms. Future work shall try to relax this to
just sharp (but not infinitely sharp) changes in the density,
under slightly less general Lipschitz smooth mappings.

When moving to the finite sample setting, we must resort
to density estimation, which will yield a smoothed estimate
of pX , and as a result, discontinuities will become non-
infinite sharp changes. These “softer” discontinuities can
still be detected by considering the magnitude of the density
gradient (as we display in Fig 2). We discuss and explore
in the appendix possible avenues for developing a concrete
training criterion to recover the latent grid.

Lastly, the partitioning of the space through axis-aligned
density landmarks is a general principle. It could lend itself
to alternate coordinate systems, other than a grid, to locate
cells. For example, a tree-like partitioning could support
separators that do not necessarily split the entire space.
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APPENDIX
A. Practical criterion and Linear ICA comparison
A.1. Devising a practical criterion to recover an axis-aligned grid

We propose a practical criterion to learn the axis-aligned cliffs for illustrative purposes, as a proof of concept. Many other
variants are conceivable. With finite samples, we use a density estimator p̂Z′ , since we do not have access to the exact pZ′ .
We remark that any density estimation will result in some smoothing of the true distribution. So even if there were real
discontinuities in the exact density, they will appear as smoothed discontinuities: we will get density gradients with large
magnitudes, not “infinite” magnitudes.

The steps for deriving a concrete training criterion are, thus, the following:

• Randomly initialize a parametric mapping g : X → Z to be learned.

• From observed (n,D), sample matrix X, compute transformed (n, d) sample matrix Z = g(X) (g applied separately
to each row). Note that we dropped the apostrophe ’ in the Z to lighten notation for this practical criterion part.

• Build a density estimate, e.g. using a kernel-density-estimator (Parzen windows) p̂σ and compute Vi =
∂ log p̂σ

∂z (Zi) at
every point of Z

• Define an importance reweighting α based on the gradient magnitudes. e.g. αi =
∥Vi∥∑
i′ ∥Vi′∥

. This weight indicates, for
each example, how close it is to a discontinuity or sharp density change (due to large density gradient magnitude). That
is, how likely it belongs to an axis-separator of the grid.

From there, we can think of several terms that will encourage straightening and axis-aligning the points to shape them into
an axis-aligned grid. As we aim to recover a smoothed version of the axis-aligned ground-truth grid, we try to make our
weighted sample match different aspects of it. We can choose to align either the point samples, their gradient vectors, or
both. Note that (smoothed) density gradient-vectors are also expected to be axis-aligned. Moreover, the alignment comes in
two forms: local alignment in a neighborhood of points, and alignment to the axes. To encourage alignment of vectors, we
maximize their cosine similarity cosim(a,b) = ⟨a,b⟩

∥a∥2∥b∥2
. Let V̄i =

Vi

∥Vi∥ be the normalized version of Vi. The following
terms account for the desired alignment.

1. Gradient local alignment term: encourage pairs of neighboring points of high gradient magnitude to have gradients
aligned by maximizing their cosine similarity. We can make the criterion a weighted average of cosine similarities
(with significant weights only if they are neighboring points and have both large gradient magnitudes):

βi,i′ =αiαi′ exp(−
1

2σ2
2

∥Zi − Zi′∥2)

β̄i,i′ =
βi,i′∑
i,i′ βi,i′

maximize
∑
i,i′

β̄i,i′ cosim(Vi,Vi′)

i.e. minimize ℓgrad−local =−
∑
i,i′

β̄i,i′
〈
V̄i, V̄i′

〉
2. Gradient axis alignment term: encourages the individual gradient vectors to be axis-aligned, which can be obtained

by maximizing the maximum cosine similarity with all the canonical axis vectors, which amounts to:

maximize max
j

|cosim(Vi, 1⃗j)| = max
j

|Vij |
∥Vi∥2

=
∥Vi∥∞
∥Vi∥2

= ∥V̄i∥∞
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Over all the points, this would become

minimize ℓgrad−axis =−
∑
i

αi∥V̄i∥∞.

3. Points local axis alignment term: encourages neighboring points with large density gradient magnitude to lie on or
close to the same axis separator. For this, it suffices that they share one of their coordinates. In other words, is suffices
to minimize the minimum over coordinates of the squared difference:

minimize ℓpoints−local =
∑
i,i′

β̄i,i′ min
j

(
Zij − Zi′j

∥Zi − Zi′∥

)2

4. Points-gradient-orthogonality term: encourages the gradient vector to be orthogonal to the vectors joining
neighboring points by penalizing their squared cosine similarity, which adds the following term to the criterion:

minimize ℓpoints−grad =
∑
i,i′

β̄i,i′

(〈
V̄i,

Zi′ − Zi

∥Zi′ − Zi∥

〉)2

.

We can, then, define a training criterion that is a weighted sum of these terms (with appropriate sign), possibly together with
the minimization of a reconstruction error ℓrec (from a decoder network f̂ that tries to reconstruct X from Z).

ℓrec =
1

n

n∑
i=1

∥f̂(Zi)−Xi∥2

The complete loss to minimize is, thus,

L(θ) = λ1ℓgrad−local + λ2ℓgrad−axis + λ3ℓpoints−local + λ4ℓpoints−grad + λ5ℓrec

where θ is the set of (network) parameters of both encoder g and decoder f̂ .

A.2. Proof-of-concept experimentation

We study the case where the mixing model is linear for a comparison with Linear ICA. From the criterion proposed, we use
only the gradient axis alignment term, since it is the most suitable for the linear case. We compare our model with Linear
ICA and show that our model is able to learn a factorized representation of the factors, while Fast ICA (Hyvärinen, 1999)
fails due to the correlation of the factors violating the independence assumption, as illustrated in Figure 3. The true factors
have a correlation coefficient of 0.64.

Synthetic data generation: We generate a grid of points by establishing a prior for each cell, such that the sum of the priors
of all the cells equals 1. We define a 4× 4 grid, the position of each separator being drawn uniformly inside the range of the
grid. In order to generate correlated data, first we draw the prior probabilities from a standard Uniform distribution. Then,
we redefine the prior probability of the cells in the diagonal to be higher than the probability of the other cells, followed by
normalization. The dataset is composed of 10,000 samples from this distribution.

Experiment details: We minimize this loss using Stochastic Gradient Descent using a learning rate of 0.5 and a batch size
of 5000 samples, which is half of the dataset. Mini-batches are employed due to the high memory cost of loading the full
dataset. The optimization procedure runs for 200 epochs. The KDE estimation employs a bandwidth of 0.1.

Evaluation: The reconstruction of the factors is evaluated using the Mean Correlation Coefficient, which is standard in ICA
literature.

MCC(z, z′) = max
p

1

d

d∑
i=1

| r(zi, z′p[i]) |, (1)

where z′p[i] denotes a permutation of the variables of z′, d is the number of factors, and r(zi, z
′
i) computes the correlation

coefficient of zi and z′i. It is maximized using the auction algorithm.

Our model obtains an MCC of 1.0, while FastICA obtains an ICA of 0.76. This is significant gain in performance reflects
the factorization of the factors visualized in Figure 3.
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(a) True factors.
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(b) Observed variables.
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(c) Linear ICA reconstruction of the factors.
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z' epoch 200

(d) Our model’s reconstruction of the factors.

Figure 3: When the true latent factors (3a) are correlated, our method (3d) obtains a factorized representation corresponding
to the ground-truth factors, as opposed to linear ICA (3c) which assumes independence of the factors and reconstructs the
factors up to a rotation.
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B. Main theorems
B.1. Non-removable discontinuity preservation theorem

The landmarks that we will show are preserved by diffeomorphism correspond to discontinuities in the PDF. One subtlety is
that the PDF corresponding to a given distribution is not unique. The many PDFs representing a same distribution actually
form an equivalence class, whose members may take arbitrarily different values on sets of points of measure zero. So not all
discontinuities in a PDF are meaningful. Since we care about observable characteristics of the actual distribution, we must
focus on aspects of the PDF that are immune to erasure by changes of measure zero. We use the following definitions:

Removable discontinuity: A PDF p has a removable discontinuity at z if p is discontinuous at z but there exists another p′

in the same equivalence class (i.e. p and p′ yield the exact same probability measure) that is continuous at z.

Non-removable discontinuity: A PDF p has a non removable discontinuity at z if p is discontinuous at z but that
discontinuity is not removable. i.e. all PDFs in the equivalence class of p are discontinuous at z. Note that non-removable
discontinuities are properties of an equivalence class of PDFs, thus of the distribution, not just of a single PDF.

Theorem 1. Non-removable discontinuity preservation theorem. Let Z be a latent random variable with values in Z ⊂ Rd,
whose distribution is represented by a PDF pZ . Let h : Z → Z ′ ⊂ Rd be a diffeomorphism, and let Z ′ = h(Z) a
transformed random variable whose distribution is represented by a probability density function pZ′ . Then pZ′ has a
non-removable discontinuity at a point z′ if and only if pZ has a non-removable discontinuity at point z = h−1(z′).

Proof. Let us denote Jh(z) = ∂h
∂z (z) the Jacobian of h, and Jh−1(z′) = ∂h−1

∂z′ (z′) the Jacobian of h−1. Suppose
pZ is one of the PDFs of Z, from this we can obtain a PDF of Z

′
using the change of variable formula: pZ′(z′) =

pZ(h
−1(z′))|det Jh−1(z′)|. Symmetrically, we can say that if pZ′ is a PDF of Z

′
, we obtain a PDF version of Z as follows:

pZ(z) = pZ′(h(z))|det Jh(z)|.

Suppose the PDF pZ has a non-removable discontinuity at z0. Pick one of the PDFs of Z
′
, let us call it pZ′ . There are three

possibilities for what could happen at h(z0).

• pZ′ is continuous at h(z0). We can apply the change of variables formula and obtain a PDF of Z that is given as
p

′

Z(z) = pZ′(h(z))|det Jh(z)|. Since the RHS is made up of continuous functions, we conclude that p
′

Z is continuous
at z0. This contradicts the fact that pZ has a non-removable discontinuity at z0.

• pZ′ is discontinuous at h(z0) but the discontinuity is removable. Therefore, there exists a PDF p
′

Z′ that is continuous
at h(z0). We can now follow the same argument as the above bullet to construct a PDF of Z that is continuous, which
would contradict the fact that pZ has a removable discontinuity at z0.

• Finally, we are only left with the case that pZ′ has a non-removable discontinuity at h(z0), which is what we set out to
prove.

B.2. Grid structure recovery theorem and corollary

B.2.1. DEFINITION OF GRID STRUCTURE

The notions we use to define grid structure are related to usual hyperplanes and hypersurfaces of Rd, but they are restricted
to a connected subset S of Rd (which e.g. will be the support of the density on which density landmark grids can be defined,
and may possibly not be defined outside).

Let S ⊂ Rd be a connected smooth submanifold of dimension d (S could e.g. be an open d−ball), we will use the following
definitions:

The splitting of a set S by another set C, denoted split(S, C), is the set of connected components of S \ C. We say that
C splits S in two to mean |split(S, C)| = 2 (we denote the cardinality of a countable set A by |A|, and similarly for the
number of elements in an ordered list or a tuple). We say that C is a separator of S if C is a connected subset of S and C
splits S in two. The two connected components that result from the split are called the two halves resulting form the split,
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denoted C+ and C−, i.e. {C+, C−} = split(S, C). C is a smooth separator of S if C is a separator of S and is a smooth
hypersurface of S (i.e. a smooth embedded submanifold of dimension d− 1).

An axis-separator of S is a special case of smooth separator of S that is the intersection of S with an axis-aligned
hyperplane of Rd (a.k.a. a coordinate hyperplane). It can be defined as H = ΓS(i, τ) = {z ∈ S|zi = τ}. Because it is a
separator, it splits S in two halves Γ+

S (i, τ) = {z ∈ S|zi > τ} and Γ−
S (i, τ) = {z ∈ S|zi < τ}, which are each nonempty

and connected.

An axis-separator-set G on S is a set of axis separators.

An axis-aligned grid G ⊂ S is a subset of S that can be obtained as a union of all the separators in an axis-separator-set G.
i.e. G = ∪G.
Note the important distinction we make between a grid which is a subset of S, and hence a set of points, and an
axis-separator-set which is a set of axis separators (which themselves are sets of points). An axis-separator-set thus
has more explicit structure than a grid. The proof we will unroll depends conceptually on the ability to rebuild, in several
steps, the entire grid internal structure, starting from only the unstructured grid as a set of points. The first step of this
program will be the recoverability of axis-separator-set from grid.

A parallel-separator-set is a set of axis-separators all defined on the same ith axis (and are thus parallel). In particular, we
denote the subset of axis-separator set G that are all defined on the ith axis as G(i).

A discrete coordination A is a tuple A = (A1, . . . ,Ad) where each Ai is itself a tuple of real numbers in increasing
order Ai = (Ai,1, . . . ,Ai,ni

) s.t. Ai,k+1 > Ai,k. These represent the coordinates of axis-separators along each of the d
coordinate axes. A discrete coordination defines the entire grid structure. One can easily obtain the various constituent
sets form it: a) individual separators (≈”hyperplanes”) are the ΓS(i,Ai,k) and their positive and negative halves (≈”half
spaces”): Γ−

S (i,Ai,k) and Γ+
S (i,Ai,k); b) the parallel-separator-sets G(1), . . . ,G(d) are G(i) = parallelsetS(i,Ai) =

{ΓS(i,Ai,k)}|Ai|
k=1|; c) the axis-separator-set G = G(1) ∪ . . . ∪ G(d); and finally the grid G = ∪G.

A backbone H∗ of a grid is a list H∗ = (H∗
1, . . . ,H∗

d) of d separators of that grid, each defined on the corresponding axis,
that have a non-empty intersection (they meet at a single point z∗). H∗

1 ∈ G(1), . . . ,H∗
d ∈ G(d) ,

⋂d
i=1 H∗

i = {z∗}. For H∗

to be a backbone, it is also required that H∗
i intersect all the other separators of the grid that are defined on the other axes

(those not in the same parallel-separator-set): ∀i,∀j ̸= i,∀H ∈ G(j),H∗
i ∩H ̸= ∅. A backbone functions as a set of “main

axes”, and we require that a proper grid has at least one backbone. This is a weaker requirement than requiring a “complete
grid” where each separator would be required to intersect all separators that are not in the same parallel-separator-set.

B.2.2. GRID STRUCTURE PRESERVATION AND RECOVERY THEOREM

Theorem 2. Grid structure preservation and recovery theorem. Suppose we have a smooth invertible mapping
(diffeomorphism) h : Rd → Rd, and an open connected subset S ⊂ Rd, we will denote its image through h as S ′ = h(S).
Suppose we have an axis-aligned grid G ⊂ S, associated with its axis-separator-set G and discrete coordination A i.e.
G = gridS(A). While the grid need not be “complete”, we suppose G has at least one backbone. Now, suppose we have
another axis-aligned grid in S ′, associated with its discrete coordination B, i.e. G′ = gridS′(B). Suppose G′ = h(G).
Then there exists a permutation function σ over dimension indexes 1, . . . , d and a direction reversal vector s ∈ {−1,+1}d
such that ∀j ∈ {1, . . . , d}, i = σ−1(j), K = |Ai| = |Bj |, and ∀k ∈ {1, . . . ,K},∀z′ ∈ S ′ we have
IF si = +1 then: z′j = Bj,k ⇐⇒ h−1(z′)i = Ai,k, z

′
j > Bj,k ⇐⇒ h−1(z′)i > Ai,k, z′j < Bj,k ⇐⇒ h−1(z′)i < Ai,k;

IF si = −1 then: z′j = Bj,k ⇐⇒ h−1(z′)i = Ai,K−k+1, z′j > Bj,k ⇐⇒ h−1(z′)i < Ai,K−k+1,
z′j < Bj,k ⇐⇒ h−1(z′)i > Ai,K−k+1.

Proof. See Section B.4

Corollary 3. Recovery of discretized coordinates. We thus recover a (discretized version) of the ground truth coordinate
system, with a one-to-one mapping of axes, and the ability from z′ to distinguish whether the ground truth variable z was in
one or the other specific cells of the ground-truth grid.

More precisely we can define a quantization to integer of each coordinate zi as:
q(zi,Ai, 1) =

∑|Ai|
k=1 1zi≥Ai,k

and q(zi,Ai,−1) = |Ai| − q(zi,Ai, 1) in which case we have the coordinate equivalence:
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q(z′j ,Bj , 1) = q(zi,Ai, si) with i = σ−1(j). In other words we have recovered quantized coordinates up to permutation
σ of the axes and possible direction reversal indicated by s.

If we defined quantized coordinates z̄i = q(zi,Ai, 1) and z̄′i = q(z′i,Bi, 1) then z̄′i = z̄σ(i) if si = +1 and z̄′i = |B′
i|− z̄σ(i)

if si = −1.

B.3. Discretized coordinates identifiability theorem

Theorem 4. Discretized coordinates identifiability theorem. Let Z be a latent random variable with values in Z ⊂ Rd and
whose PDF is pZ . Let f : Z → X ⊂ RD be a diffeomorphism, and X = f(Z) be the observed random variable. Further
assume that the PDF pZ has non-removable discontinuities that forms an axis-aligned grid, whose discrete coordination
is A. There exists diffeomorphisms g : X → Z ′ yielding a variable Z ′ = g(X) whose PDF pZ′ has non-removable
discontinuities that form an axis-aligned grid. Consider any such diffeomorphism g, and let B the discrete coordination of
its resulting axis-aligned grid. Then there exists a permutation function σ over dimension indexes 1, . . . , d and a direction
reversal vector s ∈ {−1,+1}d such that q(Z ′

j ,Bj , 1) = q(Zi,Ai, si) with i = σ−1(j). In other words the discretized
coordinates of Z ′ agree with the discretized coordinates of Z, up to permutation and possible axis reversal.

Main result: This means that from observing X only, it suffices to find (learn) a g such that it yields a pZ′ whose non-
removable discontinuities forms some axis-aligned grid, for the resulting discretized coordinates of learned Z ′ to match the
discretized coordinates of unobserved Z.

Proof. Note that existence is trivial (it suffices to take g = h−1 which yields Z ′ = Z). But the fact that any g that
yields a PDF whose non-removable discontinuities form an axis-aligned grid will have this property can now easily be
proven from our previous results. It suffices to consider h = g ◦ f which is a diffeomorphism (as the composition of
two diffeomorphism) so that Z ′ = h(Z) and to combine the non-removable discontinuity preservation theorem (Thm. 1)
with the grid structure preservation and recovery theorem (Thm. 2). Let G = gridS(A) and G′ = gridS(B) be the set of
non-removable discontinuities of pZ and pZ′ , respectively. From the non-removable discontinuity preservation theorem,
we have that G′ = h(G). And from the grid structure preservation and recovery theorem and its corollary, we have that
G′ = h(G) implies that there exists a permutation function σ over dimension indexes 1, . . . , d and a direction reversal
vector s ∈ {−1,+1}d such that q(Z ′

j ,Bj , 1) = q(Zi,Ai, si) with i = σ−1(j). We have thus proved that the discretized
coordinates of Z ′ agree with the discretized coordinates of Z, up to permutation and axis reversal.

B.4. Proof of the grid structure preservation and recovery Theorem 2

This is the more technical and long proof for which we postponed its dedicated section to here.

B.4.1. PRINCIPLE OF THE PROOF

Starting from the premise G′ = h(G), we know that h maps every point of G to a point of G′. The proof recovers the entire
underlying grid structure in 3 steps:

Step-1 recovers a one-to-one mapping of the individual separators: G′ = h(G).

Step-2 recovers the partition into subsets of parallel separators (each subset associated to an axis): G′(j) = h(G(i)) (with
permutation j = σ(i)).

Step-3 shows that the ordering of the separators in a parallel-separators-set is preserved (up to possible order reversal):
[h(ΓS(i,Ai,1)), . . . , h(ΓS(i,Ai,K))] = [ΓS′(j,Bj,1), . . . ,ΓS′(j,Bj,K)] or in reversed order
[h(ΓS(i,Ai,1)), . . . , h(ΓS(i,Ai,K))] = [ΓS′(j,Aj,K), . . . ,ΓS′(j,Aj,1)]. And similarly for the halves corresponding
to each of these separator. That a point belongs to a specific half allows us to tell whether the associated coordinate is
above or below the associated threshold, which is what Theorem 2 expresses.

B.4.2. STEP 1 - RECOVERY OF ALL SEPARATORS

Knowing, from Theorem 1, that the set of points making up the axis-aligned grid G maps through h to the set of points
making up the axis-aligned grid G′ (i.e. G′ = h(G)) our first major step consists in establishing that the axis-separators that
make up G (i.e. the elements of G) map one-to-one to the axis-separators that make up G′ (i.e. the elements of G′). We can
denote this simply as G′ = h(G) =⇒ G′ = h(G).
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PROOF FOR STEP 1

The high level proof is as follows (a complete detailed proof is provided in a further section) :

• Since H ∈ G is a connected smooth hypersurface in S , and diffeomorphisms map connected sets to connected sets and
smooth hypersurfaces to smooth hypersurfaces, we get that h(H) is a connected smooth hypersurface in S ′.

• From Theorem 1, we also know that h(H) ⊂ G′.

• Next we establish that the only smooth connected hypersurfaces in S ′ that are included in G′ are necessarily subsets of
a single axis-separator of G′ . This is fundamentally due to the fact that a connected smooth hypersurface could not run
along orthogonal intersections of the grid, as it would not be smooth (having a “kink”), so it has to stay within a single
separator.

• We conclude that h(H) is necessarily a subset of a single axis-separator H ′ ∈ G′.

• We then show that not only is h(H) a subset of a single axis-separator H ′ ∈ G′, but that it has to be that entire separator.
Because from the previous point, reverse diffeomorphism h−1 must map back the would-be remaining part of H ′ (i.e.
H ′ \ h(H) ̸= ∅) to a subset of the same separator as it maps back h(H), i.e. to H . But this leads to a contradiction,
since that remaining part did not come from H initially.

• We have thus shown that H ∈ G =⇒ h(H) ∈ G′ . It suffices to apply this result in the other direction using h−1 to
establish the converse. We thus have a bijection: the one-to-one mapping we needed to prove. Which we can write
succinctly as G′ = h(G).

B.4.3. STEP 2 - RECOVERY OF PARTITION INTO SETS OF PARALLEL SEPARATORS

We have established in step 1 that we recover the set of all separators G′ = h(G). Our next step is to recover its partition
into subsets of parallel separators (each subset associated to an axis): G′(j) = h(G(i)) (with permutation j = σ(i)).

PROOF FOR STEP 2

Consider d separators forming a backbone of G, recall that a backbone is constituted of d distinct axis-separators that
intersect in a single point, i.e. H∗

1 ∈ G(1), . . . ,H∗
d ∈ G(d) ,

⋂d
i=1 H∗

i = {z∗}.
We have that ∀j ̸= i, H∗

i ̸= H∗
j =⇒ ∀j ̸= i, h(H∗

i ) ̸= h(H∗
j ).

We also have that
⋂d

i=1 H∗
i = {z∗} =⇒

⋂d
i=1 h(H∗

i ) = {h(z∗)} (as h is a bijection).
Moreover, we know from step 1 that H∗

i ∈ G =⇒ h(H∗
i ) ∈ G′. In short, the h(H∗

1), . . . , h(H∗
d) are d distinct separators,

each element of G′, that intersect in a single point h(z∗). The only sets of d distinct separators in G′ that pass through a
same point are d separators defined along each of the d different axes of Z ′ = Rd. Thus there exists a permutation σ such
that for such backbone separators, H∗

i ∈ G(i) =⇒ h(H∗
i ) ∈ G′(σ(i)).

Now consider any other separator H ∈ G(i). From the definition of the backbone, we know that H ∩H∗
j ̸= ∅, ∀j ̸= i.

This implies that h(H) ∩ h(H∗
j ) ̸= ∅, ∀j ̸= i. The fact that h(H) intersects a separator h(H∗

j ) ∈ G′(σ(j)) implies that it
does not belong to parallel-separator-set G′(σ(j)). Thus ∀j ̸= i, h(H) /∈ G′(σ(j)). So there is just one parallel separator set
left which h(H) can belong to: h(H) ∈ G′(σ(i)).
In short, we have proved that H ∈ G(i) =⇒ h(H) ∈ G′(σ(i)).

Since distinct separators map to distinct separators, and each has to belong to exactly one of the G′(k), this mapping is a
bijection and we can write H ∈ G(i) ⇐⇒ h(H) ∈ G′(σ(i)), or in short h(G(i)) = G′(j) with j = σ(i).

B.4.4. STEP 3 - RECOVERY OF COORDINATE ORDERING

The last step consists in showing that the ordering of the separators in a parallel-separators-set is preserved (up to possible
order reversal).

PROOF FOR STEP 3

We only provide the high level principle here, the detailed proof can be found in the next section.
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We first establish that h preserves separators and halves. This follows directly form the preservation of inclusion,
connectedness and set operations under diffeomorphisms. Then we use the fact that inclusion defines a strict order
relationship between positive halves associated to a coordination, and similarly between negative halves. As inclusion is
preserved by a diffeomorphism, this order relationship is preserved. We can use this to show that the order implied by Ai is
either conserved, as is, in Bj (negative halves of coordination A being mapped to negative halves of B) or simply reversed
(negative halves of A are being mapped to positive halves of B). This directly yields the main Theorem 2 result.

C. Detailed Proofs
C.1. Useful lemmas

Lemma 5. Preservation of separator and halves under diffeomorphism: If h is a diffeomorphism and C is a separator of S
that splits it in two halves C+ and C−, then h(C) is a separator of h(S) that splits it in two halves h(C+) and h(C−)
Formally:

C ⊂ S, C connected, split(S, C) = {C+, C−}
⇐⇒h(C) ⊂ h(S), h(C) connected, split(h(S), h(C)) = {h(C+), h(C−)}

Proof. This follows from preservation of inclusion, connectedness, and set operations (union, intersection, difference) under
a diffeomorphism.
Formally: C ⊂ S =⇒ h(C) ⊂ h(S).
That C+ and C− are the connected components of S−C implies that C+ and C− are each connected and that S−C = C+∪C−

where C+ ∪ C− is not connected.
Each of S,C, C+, C− connected =⇒ Each of S, h(C), h(C+), h(C−) connected.
S − C = C+ ∪ C− =⇒ h(S)− h(C) = h(C+) ∪ h(C−)
C+ ∪ C− not connected =⇒ h(C+) ∪ h(C−) not connected.
That h(C+) ∪ h(C−) is not connected but h(C+) and h(C−) are each connected, implies that h(C+) and h(C−) are the two
connected components of h(C+) ∪ h(C−) i.e. of h(S)− h(C).
This implies that split(h(S), h(C)) = {h(C+), h(C−)}. The implication in the other direction can be obtained in the by
applying the same reasoning using h−1.

C.2. Detailed proof for Step 3

Let j = σ(i) and K = |Ai| = |Bj | and denote the corresponding set of axis separators as

A = {ΓS(i,Ai,1), . . . ,ΓS(i,Ai,K)} and B = {ΓS′(j,Bj,1), . . . ,ΓS′(j,Bj,K)}

and denote the corresponding sets of halves:

A+ = {Γ+
S (i,Ai,1), . . . ,Γ

+
S (i,Ai,K)}, A− = {Γ−

S (i,Ai,1), . . . ,Γ
−
S (i,Ai,K)}, A± = A+ ∪ A−

and B+ = {Γ+
S′(j,Bj,1), . . . ,Γ

+
S′(j,Bj,K)}, B− = {Γ−

S′(j,Bj,1), . . . ,Γ
−
S′(j,Bj,K)}, B± = B+ ∪ B−

Proof Step 2, states that h(A) = B.

And we have from the above Lemma that

split(S, C) = {C+, C−}
⇐⇒split(h(S), h(C)) = {h(C+), h(C−)}

thus the equality of the sets of separators h(A) = B obtained in Proof Step 2 implies an equality of the sets of halves:

h(A±) = B±

Now, the only halves, among all halves, that do not include any of the separators are Γ−
S (i,Ai,1) and Γ+

S (i,Ai,K) i.e.
formally:
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{C ∈ A|∀H ∈ A±, C ∩ H = ∅} = {Γ−
S (i,Ai,1),Γ

+
S (i,Ai,K)}

this property will naturally translate to their mapping by diffeomorphism h (due to preservation of inclusion an intersections)

hence

{C ∈ h(A)|∀H ∈ h(A±), C ∩ H = ∅} = {h(Γ−
S (i,Ai,1)), h(Γ

+
S (i,Ai,K))}

i.e.
{C ∈ B|∀H ∈ B±, C ∩ H = ∅} = {h(Γ−

S (i,Ai,1)), h(Γ
+
S (i,Ai,K))}

but we also have similarly

{C ∈ B|∀H ∈ B±, C ∩ H = ∅} = {Γ−
S′(i,Bi,1)),Γ

+
S′(i,Bi,K))}

From this we conclude that:

{h(Γ−
S (i,Ai,1)), h(Γ

+
S (i,Ai,K))} = {Γ−

S′(i,Bi,1)),Γ
+
S′(i,Bi,K))}

Thus we have either one of two cases:

Case 1: h(Γ−
S (i,Ai,1)) = Γ−

S′(i,Bi,1) and h(Γ+
S (i,Ai,K)) = Γ+

S′(i,Bi,K). We associate this case with si = +1

Case 2: h(Γ−
S (i,Ai,1)) = Γ+

S′(i,Bi,K) and h(Γ+
S (i,Ai,K)) = Γ−

S′(i,Bi,1). We associate this case with si = −1

Case 1: si = +1, h(Γ−
S (i,Ai,1)) = Γ−

S′(i,Bi,1) and h(Γ+
S (i,Ai,K)) = Γ+

S′(i,Bi,K) The half-spaces in A± that
include Γ−

S (i,Ai,1) are only the Γ−
S , formally:

{H ∈ A±|Γ−
S (i,Ai,1) ⊂ H} = A−

this relationship will be maintained under diffeomorphism h i.e.

{H ∈ h(A±)|h(Γ−
S (i,Ai,1)) ⊂ H} = h(A−)

thus, since h(A±) = B± and h(Γ−
S (i,Ai,1)) = Γ−

S′(i, Bi,1) this can be rewritten as

{H ∈ B±|Γ−
S′(i,Bi,1) ⊂ H} = h(A−)

B− = h(A−)

or, written less compactly:

{h(Γ−
S (i,Ai,1)), . . . , h(Γ

−
S (i,Ai,K))} = {Γ−

S′(j,Bj,1), . . . ,Γ
−
S′(j,Bj,K)}

Furthermore strict inclusion defines an order relationship between the elements of A− which will be preserved under the
diffeomorphism, and thus defines a strict ordering between them:

Γ−
S (i,Ai,1) ⊊ Γ−

S (i,Ai,2) ⊊ . . . ⊊ Γ−
S (i,Ai,K)

=⇒ h(Γ−
S (i,Ai,1)) ⊊ h(Γ−

S (i,Ai,2)) ⊊ . . . ⊊ h(Γ−
S (i,Ai,K))
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we know that the h(Γ−
S (i, Ai,k)) are the elements of B− (as we have just sown that B− = h(A−)), i.e. the Γ−

S′(j,Bj,k).
Their order is defined uniquely by strict inclusion as

Γ−
S′(j,Bj,1) ⊊ Γ−

S′(j,Bj,2) ⊊ . . . ⊊ Γ−
S′(j,Bj,K)

thus we can conclude not only (as we showed with B− = h(A−)) that

{h(Γ−
S (i,Ai,1)), . . . , h(Γ

−
S (i,Ai,K))} = {Γ−

S′(j,Bj,1), . . . ,Γ
−
S′(j,Bj,K)}

but also that their ordering is preserved i.e.

(h(Γ−
S (i,Ai,1)), . . . , h(Γ

−
S (i,Ai,K))) = (Γ−

S′(j,Bj,1), . . . ,Γ
−
S′(j,Bj,K))

or expressed differently:
∀k ∈ {1, . . . ,K}, h(Γ−

S (i,Ai,k)) = Γ−
S′(j,Bj,k)

it is straightforward to conclude from this that we also have

∀k ∈ {1, . . . ,K},
h(Γ−

S (i,Ai,k)) = Γ−
S′(j,Bj,k)

h(Γ+
S (i,Ai,k)) = Γ+

S′(j,Bj,k)

h(ΓS(i,Ai,k)) = ΓS′(j,Bj,k)

or stated differently, that:

∀k ∈ {1, . . . ,K},∀z ∈ S
z ∈ Γ−

S (i,Ai,k) ⇐⇒ h(z) ∈ Γ−
S′(j,Bj,k)

z ∈ Γ+
S (i,Ai,k) ⇐⇒ h(z) ∈ Γ+

S′(j,Bj,k)

z ∈ Γ+
S (i,Ai,k) ⇐⇒ h(z) ∈ Γ+

S′(j,Bj,k)

or equivalently

∀k ∈ {1, . . . ,K},∀z′ ∈ S ′,

h−1(z′) ∈ Γ−
S (i,Ai,k) ⇐⇒ z′ ∈ Γ−

S′(j,Bj,k)

h−1(z′) ∈ Γ+
S (i,Ai,k) ⇐⇒ z′ ∈ Γ+

S′(j,Bj,k)

h−1(z′) ∈ Γ+
S (i,Ai,k) ⇐⇒ z′ ∈ Γ+

S′(j,Bj,k)

which we may also write

∀k ∈ {1, . . . ,K},∀z′ ∈ S ′,

z′j < Bj,k ⇐⇒ h−1(z′)i < Ai,k

z′j > Bj,k ⇐⇒ h−1(z′)i > Ai,k

z′j = Bj,k ⇐⇒ h−1(z′)i = Ai,k

which is what we needed to prove in the main grid structure recovery theorem.
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Case 2: axis reversal si = −1, h(Γ−
S (i,Ai,1)) = Γ+

S′(i,Bi,K) and h(Γ+
S (i,Ai,K)) = Γ−

S′(i,Bi,1) We can follow the
exact same reasoning steps as in case 1, starting from h(Γ−

S (i,Ai,1)) = Γ+
S′(i,Bi,K):

• to first show that h(A−) = B+ i.e.

{h(Γ−
S (i,Ai,1)), . . . , h(Γ

−
S (i,Ai,K))} = {Γ+

S′(j,Bj,1), . . . ,Γ
+
S′(j,Bj,K)}

• then use the preservation of the order relation defined by inclusion of halves to establish that

(h(Γ−
S (i,Ai,1)), . . . , h(Γ

−
S (i,Ai,K))) = (Γ+

S′(j,Bj,K), . . . ,Γ+
S′(j,Bj,1))

• thus that

∀k ∈ {1, . . . ,K},
h(Γ−

S (i,Ai,k)) = Γ+
S′(j,Bj,K−k+1)

h(Γ+
S (i,Ai,k)) = Γ−

S′(j,Bj,K−k+1)

h(ΓS(i,Ai,k)) = ΓS′(j,Bj,K−k+1)

• conclude that

∀k ∈ {1, . . . ,K},∀z′ ∈ S ′,

z′j > Bj,k ⇐⇒ h−1(z′)i < Ai,K−k+1

z′j < Bj,k ⇐⇒ h−1(z′)i > Ai,K−k+1

z′j = Bj,k ⇐⇒ h−1(z′)i = Ai,K−k+1

which is what we needed to prove in the main grid structure recovery theorem.

C.3. Detailed proof of Step 1 - recovery of all separators

The goal of step-1 is to establish that the axis-separators that make up G (i.e. the elements of G) map one-to-one to the
axis-separators that make up G′ (i.e. the elements of G′). We can denote this simply as G′ = h(G) =⇒ G′ = h(G).

A succinct overview of of the proof was given in Section B.4.2 in the main text. We provide a detailed proof here.

PRELIMINARIES

Whenever we say hypersurface, it is always defined as a d− 1 dimensional regular submanifold embedded in d-dimensional
ambient space S ⊂ Rd, where S is a connected open submanifold of Rd. In our application S will be the interior of the
support of the density we consider.

• Definition: Intersection set. given a grid G = ∪G = ∪H∈GH , we define its intersection set I(G) as the set of points
that belong to intersections of 2 or more distinct separators of G. Formally: I = ∪H∈G,H′∈G,H′ ̸=H(H ∩H ′).

• Definition: Exclusive point. We say that a point z is exclusive to a separator H of a grid G = ∪G if it belongs to H
but does not belong to any other separator of the grid (i.e. it does not belong to I). Similarly we will say that a set is
exclusive to a separator if all its elements are exclusive points of that separator.

• Definition: Tangent space we view the tangent spaces to hypersurfaces embedded in an ambient space included in
Rd literally as affine subspaces of Rd (from the classical generalization of tangent plane to a surface at a point, to
higher dimensional hypersurfaces). The tangent space at z ∈ A to a hypersurface A will be denoted TzA. A smooth
hypersurface has the property that it has at every z ∈ A a well-defined tangent space TzA of the same dimension as the
hypersurface, and that TzA is everywhere continuous in z (using the Grassmann distance to compare tangent spaces as
affine subspaces of Rd). Note that the tangent space to any axis-separator H is a constant: it is the subspace confounded
with the hyperplane that includes the separator, and will be denoted TH . i.e. we have ∀z ∈ H, TzH = TH . Note also
that with this affine subspace definition of tangent space, TH is different for every separator H of an axis-aligned grid.
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• Useful properties: We will also use the following properties that are either well-established differential geometry
knowledge or straightforward corollaries thereof

– Property 1: A diffeomorphism maps a smooth hypersurface to a smooth hypersurface
– Property 2: A diffeomorphism maps a path-connected set to a path-connected set.
– Property 3: Smooth connected hypersurfaces in Rd have a d− 1 dimensional tangent space that is well defined

all over the hypersurface and continuous (in the sense defined above see Tangent space)
– Property 4: A non-empty open subset of a smooth hypersurface in ambient space is itself a smooth hypersurface

in ambient space
– Property 5: A hypersurface that is a subset of another hypersurface has at every of its points the same tangent

space as the hypersurface it is a subset of.

DETAILED PROOF OF STEP-1

Lemma 6. No subset of the intersection set I(G) of an axis-aligned grid can be a hypersurface in ambient space.

Proof. Consider I(G) the intersection set of a grid G = ∪G. Formally: I = ∪H∈G,H′∈G,H′ ̸=H(H ∩H ′). Each H ∩H ′, if
it is non-empty, is the intersection of two orthogonal (thus transversal) connected hypersurfaces (i.e. d− 1 dimensional
submanifolds embedded in ambient space), so that their intersection can be at most a d − 2 dimensional embedded
submanifold of ambient space. The union of a finite number of at most d− 2 dimensional submanifolds cannot be more
than d− 2 dimensional, so I(G) cannot be more than d− 2 dimensional. Consequently no subset of I can be more than
d− 2 dimensional, thus it cannot be a hypersurface in ambient space.

Lemma 7. Let A be a connected smooth hypersurface included in an axis-alined grid G = ∪G with axis-separator set G.
Let z ∈ A. All open neighborhoods of z in A will necessarily contain at least one point that is exclusive to a separator of G.

Proof. An open neighborhood BA
z of z in A is an open subset of A, thus from Property 4, BA

z is a hypersurface in ambient
space. From Lemma 6 no subset of I , (the set of points of G that belong to more than one separator) can be a hypersurface.
So BA

z cannot be a subset of I(G), i.e. it must contain at least one point exclusive to a separator of G.

Lemma 8. Let A be a connected smooth hypersurface included in an axis-alined grid G = ∪G with axis-separator set G.
Let z be a point of A that is exclusive to a separator H ∈ G (i.e. it belongs to no other separator of G), then there exists an
open connected neighborhood BA

z of z in A that is exclusive to H .

Proof. We reason using the usual Euclidean distance in Rd. Consider an open d-ball Bd
z in Rd centered on z and whose

radius ϵ is chosen to less than the smallest distance of z to any other separator, i.e. such that 0 < ϵ < minz′∈(G\H) ∥z − z′∥.
Since z is exclusive to separator H we know that this distance will be greater than 0. Then all points of G within a distance
less than ϵ of z will necessarily belong to H , i.e. Bd

z ∩G ⊂ H . Now we can choose a sufficiently small connected open
neighborhood BA

z of z in A so that the distance in ambient space between z and any other point of BA
z is less than ϵ. Thus

BA
z ⊂ Bd

z . Since BA
z ⊂ A ⊂ G this implies that BA

z ⊂ Bd
z ∩G and consequently that BA

z ⊂ H . We have thus shown that
there exists an open connected neighborhood of z in A that is exclusive to H .

Lemma 9. Let A be a connected smooth hypersurface included in an axis-alined grid G = ∪G with axis-separator set
G. Then for any point z ∈ A there exists a non-empty open subset B whose boundary contains z and such that B is a
non-empty open subset exclusive to one of the separators that z belongs to.

Proof. There are two cases to consider for z: either z is an exclusive point of a separator of the grid, or it is an intersection
point of separators (belonging to I(G)).
First case: z is a point exclusive to a separator H ⊂ G.
Then by Lemma 8 we know that there exists an open connected neighborhood BA

z of z in A that is exclusive to H . We can
then easily pick an open subset B of BA

z whose boundary contains z (For instance, pick a close neighbor z1 of z in BA
z ,

and construct B as the intersection of BA
z with an open ball centered on z1 and of radius ∥z1 − z∥). B is an open subset

exclusive to H , the separator that z belongs to.
Second case: z is not exclusive to any separator of the grid.
Then consider any connected open neighborhood BA

z of z in A. By Lemma 7, BA
z will necessarily contain a point z1 that
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is exclusive to one separator H ∈ G. And by Lemma 8, there exists an open neighborhood BA
z1 of z1 that is exclusive to

H . Let B = BA
z1 ∩ BA

z , we know that B is open, since it is the intersection of two open subsets of A, and we know that it
contains z1 and that B is exclusive to H because it is included in BA

z1 which is exclusive to H . Moreover B ⊂ BA
z .

Now we can choose the neighborhood BA
z as small as we want so that we can bring z1 as close to z as we wish. So that in

the limit z1 will tend to z. So while z /∈ B (because z is not exclusive to a separator, whereas B is exclusive to H) we can
bring open set B as close as we wish to z. Thus by making BA

z small, we can ensure that z belongs to the boundary of B.
Moreover if z belongs to the boundary of an open subset exclusive to a separator H then necessarily z ∈ H . Thus we have
shown that there exists a non-empty subset of A whose boundary contains z and that is exclusive to one of the separators
that z belongs to.

Lemma 10. Let A be a connected smooth hypersurface included in an axis-alined grid G = ∪G with axis-separator set G.
Let γ be a continuous path, included in A, that starts at a point z1, where z1 is exclusive to a separator H ∈ G. Then γ will
necessarily be included entirely in H .

Proof. Consider path γ : [0, 1] → A, where γ(0) = z1 is exclusive to H . From Lemma 9, for each point γ(t) ∈ A, there
exists an open subset Bt of A whose boundary contains γ(t) and such that Bt is an open subset exclusive to one of the
separators that γ(t) belongs to, let us call this separator Ht (Note that there may be multiple possible choices for Bt and
Ht). Consider any point z ∈ Bt. Since Bt is a non-empty open subset of smooth hypersurface A, by Property 4 it is a
hypersurface and by Property 5 they will have the same tangent space so that TzBt = TzA. Since Bt is also a subset of
smooth hypersurface Ht, we have by Property 5 that TzBt = TzHt. Thus TzA = TzBt = TzHt. Now the tangent space to
any axis-separator H ′ is the constant TH′ . We can thus write, for any z ∈ Bt , TzA = TzBt = TzHt = THt

. Since A is a
connected smooth hypersurface, it has a continuous and well defined tangent space at every point. Thus if the tangent space
is constant on an open subset Bt ⊂ A it will have that same constant value at its boundary. So the tangent space to A at
point γ(t), which belongs to the boundary of Bt, will also be Tγ(t)A = THt

. For the same reason of the continuity of the
tangent space of a path-connected smooth hypersurface A, we cannot have, along the curve γ(t), an abrupt change in the
tangent space Tγ(t)A, consequently THt cannot change abruptly along the path. The only way for it not to change abruptly
is that Ht stays constant along the path: Ht = constant ∀t ∈ [0, 1]. In other words, for any point γ(t) along the path there
must exist an open subset Bt of A that is included in and exclusive to the same constant separator along the path. Now if
z1 = γ(0) is exclusive to a separator H , then H0 = H and we must thus have Ht = H , ∀t ∈ [0, 1]. We have thus shown
that if the path starts at a point z1 = γ(0) which is exclusive to a separator H , then all points of the path necessarily belong
to H (though not necessarily exclusively to H). Thus the path is entirely included in H .

Lemma 11. A path-connected smooth hypersurface A included in an axis-alined grid G = ∪G is necessarily a subset of
one separator of G.

Proof. Let z0 a point of A that is exclusive to a separator H ∈ G. We know from Lemma 7 that such a point exists. Since A
is path-connected, there exists in A a continuous path connecting z0 to any point z ∈ A. Thus Lemma 10 leads to conclude
that ∀z ∈ A, z ∈ H . Thus A ⊂ H .

Lemma 12. Let G = ∪G an axis-aligned grid in S. Let h : S → S ′ a diffeomorphism. Let G′ = ∪G′ an axis-aligned
grid in S ′. If h(G) = G′, the image of a separator H1 ∈ G by diffeomorphism h will be a separator H ′ ∈ G′, i.e.
H1 ∈ G =⇒ h(H1) ∈ G′.

Proof. An axis-separator H1 ⊂ G is a path-connected smooth hypersurface. From Property 1 and Property 2, its image
by diffeomorphism h will be a path-connected smooth hypersurface h(H1) ⊂ G′. So h(H1) is a path-connected smooth
hypersurface included in axis-aligned grid G′. Consequently Lemma 11 guarantees that we have h(H1) ⊂ H ′ for some
H ′ ∈ G′. We will now prove that h(H1) = H ′. Suppose by contradiction that h(H1) ⊊ H ′, and let B′ = H ′ − h(H1) ̸= ∅
. Similarly if we apply reverse diffeomorphism h−1 we will have h−1(H ′) ⊂ H2 for some H2 ∈ G. Consequently the two
disjoint sets composing H ′ = B′ ∪h(H1) will both map back to subsets of H2, i.e. h−1(B′) ⊂ H2 and h−1(h(H1)) ⊂ H2.
The latter can be rewritten as H1 ⊂ H2 which implies H2 = H1 since no two distinct separators of G are included in
one another. So we have h−1(B′) ⊂ H1. Thus h(h−1(B′)) ⊂ h(H1), thus B′ ⊂ h(H1). Now we had defined B′ as
B′ = H ′ − h(H1) ̸= ∅ but a non-empty B′ cannot at the same time correspond to a set from which we removed h(H1) and
be included in h(H1). We have a contradiction, so we cannot have h(H1) ⊊ H ′, consequently h(H1) = H ′.

Proposition 13. Diffeomorphism h maps separators in G one-to-one to separators in G′, i.e. h(G) = G′ =⇒ h(G) = G′.
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Proof. We have shown in Lemma 12 that H ∈ G =⇒ h(H) ∈ G′. It suffices to apply this result in the other direction
using h−1 to establish the converse. We thus have a bijection: the one-to-one mapping we needed to prove. Which we can
write succinctly h(G) = G′.
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