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Abstract

Many previous studies on grammatical error001
correction (GEC) have primarily focused on002
language learner corpora, which consist of texts003
written by learners acquiring a non-native lan-004
guage. In this study, we address a GEC task005
that involves selecting contextually appropri-006
ate words in texts containing domain-specific007
vocabulary. We propose the UniGEC (Unified-008
Replacement GEC) dataset, which combines009
results from multiple models to determine the010
likelihood of substituting synonyms for specific011
keywords, based on token occurrence probabil-012
ities. Our experiments show that the UniGEC013
presents a more challenging task compared to014
language learner corpora. We observed that as015
the number of synonyms increases, the perfor-016
mance gap widens. Furthermore, we found sig-017
nificant performance variations across differ-018
ent domains, highlighting the need for further019
exploration of synonym substitution in special-020
ized texts to expand the applicability of GEC021
tasks to a wider range of scenarios.022

1 Introduction023

Grammatical error correction (GEC) task involves024

identifying and correcting various types of errors in025

sentences (Bryant et al., 2023; Wang et al., 2021).026

With the advent of large language models (LLMs),027

there has been considerable effort to leverage their028

extensive pre-trained knowledge to enhance perfor-029

mance on this task (Davis et al., 2024; Zeng et al.,030

2024; Katinskaia and Yangarber, 2024; Zhang et al.,031

2023a). However, most existing GEC datasets in032

Korean have focused on relatively simple errors,033

such as those commonly made by language learn-034

ers or typological mistakes frequently encountered035

online (Yoon et al., 2023; Koo et al., 2022; Lee036

et al., 2021; Min et al., 2020).037

It can be effectively used in various tasks to im-038

prove sentence clarity (Bryant et al., 2023). In this039

study, we explored scenarios where GEC could040

be applied to specialized texts. Writing that con- 041

veys specific information contains complex vocabu- 042

lary and poses challenges in understanding the con- 043

text (Candlin and Plum, 2014; Ädel, 2010). Conse- 044

quently, it is required to choose a more contextually 045

appropriate word to ensure sentence clarity (Niren- 046

burg and Nirenburg, 1988). 047

For instance, in the sentence “The experiment 048

proved the hypothesis under specific conditions,” 049

there are no explicit grammatical errors, but de- 050

pending on the context, the word supported might 051

be more appropriate than proved1. Understanding 052

synonyms is notably more challenging than identi- 053

fying semantically unrelated words (Waring, 1997; 054

Tinkham, 1993; Higa, 1963), and the task to dis- 055

tinguish them within texts containing advanced vo- 056

cabulary remains unexplored. In this paper, we ex- 057

panded the scope of GEC to include these cases 058

where word selection depends on the context of the 059

specialized texts. This approach informed the con- 060

struction of UniGEC (Unified-Replacement GEC) 061

dataset, with particular emphasis on leveraging 062

multiple models to establish a robust foundation 063

for the use of appropriate synonyms. 064

The process of constructing UniGEC is shown in 065

Figure 1. We collected a corpus of research paper 066

summaries from 8 domains, including Social Sci- 067

ence, Engineering, and Humanities. First, we used 068

LLMs to extract keywords from each text (Lee 069

et al., 2023) to identify words that could be re- 070

placed with synonyms. To facilitate keyword ex- 071

traction within each domain, we employed few- 072

shot learning (Brown et al., 2020), providing LLMs 073

with domain-specific samples during the instruc- 074

tion. By focusing on keywords consistently identi- 075

fied across multiple LLMs, we ensured more robust 076

results and minimized the dependence on a single 077

1If the experiment provided evidence for the hypothesis
under specific conditions, supported would be more appropri-
ate, whereas proved would be used if the hypothesis was fully
validated under all conditions.
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Figure 1: Process of constructing the proposed UniGEC dataset. It involves extracting keywords from research paper
summaries across multiple LLMs, and replacing these keywords with synonyms or inserting typos.

model (Wang et al., 2024; Jiang et al., 2023).078

The extracted keywords were replaced with other079

words from a predefined list of synonyms. In Fig-080

ure 1, the word ‘인식(recognition)’ was replaced081

with ‘의식(awareness).’ While the word ‘의식’ it-082

self does not contain a grammatical error, its us-083

age might feel awkward depending on the context084

of the specialized text. In the process of selecting085

which synonym to use from the list, we employed086

the concept of masked language modeling (Lewis087

et al., 2020; Devlin et al., 2019). By replacing the088

keywords in the original text with a [mask] token,089

we considered the occurrence probabilities of the090

surrounding tokens to determine the suitability of091

each synonym replacement (Chang et al., 2024;092

Li et al., 2023). We also leveraged probabilities093

from multiple pre-trained language models (PLMs)094

rather than relying on a single model, enabling us095

to achieve more stable results (Zou et al., 2024;096

Zhang et al., 2020).097

We conducted correction task based on prompt-098

ing techniques previously introduced and evaluated099

their performance with the UniGEC dataset. Unlike100

learner corpora (Yoon et al., 2023) commonly used101

in existing GEC tasks, we observed that the correc-102

tion performance showed limited under the same103

prompting configurations. Through this, we em-104

phasize the need to go beyond detecting explicit105

grammatical errors, highlighting the importance106

of identifying and revising contextually unnatural107

word choices in specialized texts. We will make108

UniGEC dataset publicly available to enable further109

research in this field2.110

2 Related Work111

The GEC task has traditionally focused on lan-112

guage learner corpora, which arise during the pro-113

cess of non-native speakers learning a foreign lan-114

guage (Fang et al., 2023b; Takahashi et al., 2020;115

Bryant et al., 2019; Ng et al., 2014). For English,116

2https://anonymous.4open.science/r/
UniGEC-895F/README.md

the primary focus of past research, these corpora 117

have been drawn from essays written by learn- 118

ers or their online language use (Yannakoudakis 119

et al., 2018; Dahlmeier et al., 2013). While GEC 120

datasets have been developed for other languages 121

like Chinese, German, and Russian, they also devel- 122

oped and utilized datasets derived from language 123

learner corpora (Zhang et al., 2023b; Fang et al., 124

2023a; Katinskaia and Yangarber, 2023; Zhang 125

et al., 2022). 126

For Korean, datasets have similarly been con- 127

structed by leveraging errors from language learn- 128

ing or by manually introducing noise (Lee et al., 129

2021; Min et al., 2020). Some studies employed 130

human annotators to create realistic errors (Koo 131

et al., 2022), while other categorized error types 132

and conducted detailed analyses (Yoon et al., 2023). 133

Many recent studies using LLMs have also been 134

conducted on language learner corpora (Koo et al., 135

2024; Maeng et al., 2023). 136

In this work, unlike learner corpora that explic- 137

itly contain grammatical errors, we constructed a 138

dataset focusing on how word choice depends on 139

context. Recognizing that even native speakers may 140

struggle with selecting the appropriate synonym, 141

we aimed to ensure the correct use of synonyms by 142

integrating the results from multiple models. 143

3 UniGEC: Dataset Construction 144

We used a research paper summary dataset divided 145

into eight topics, ensuring the inclusion of domain- 146

specific context. The detailed dataset preprocessing 147

steps are provided in Appendix A. 148

3.1 Keyword Extraction 149

We conducted keyword extraction to determine 150

which words in the given text should be replaced 151

with synonyms. We employed few-shot learn- 152

ing (Brown et al., 2020), specifically providing 153

domain information and domain-specific few-shot 154

samples consisting of pairs of actual domain texts 155

and their extracted keywords by human. This ap- 156
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proach aimed to improve the capabilities of the157

model by incorporating additional information,158

rather than depending solely on its inherent pa-159

rameters (Shi et al., 2024).160

We use keywords that were consistently identi-161

fied across multiple LLMs, rather than relying on162

the output of a single model. Let K(i,j) represent163

the set of keywords extracted from texti by the164

jth model, the mutual keywords Ki are as follows:165

Ki = K(i,1) ∩K(i,2) ∩K(i,3), (1)166

The types of LLMs used, along with examples of167

the extracted keywords and their associated statis-168

tics, and details in domain-specific samples are169

provided in Appendix B.1.170

3.2 Synonym Substitution171

We retrieved synonym lists from the Naver Ko-172

rean Dictionary3, a popular resource among Ko-173

rean speakers that offers definitions and synonyms174

for specific terms. For each keyword in the set175

Ki = {k1, k2, ..., kn}, the corresponding synonym176

list Si was obtained as follows:177

dict(kn) = {kn : s(n,1), s(n,2), ..., s(n,m)}, (2)178

Si = {dict(k1), ..., dict(kn)}, (3)179

To decide which synonym to use for replacing180

each keyword, we adopted the concept of masked181

language modeling (Devlin et al., 2019). We re-182

placed the keyword kn in the texti with a [mask]183

token and then inserted one of the synonyms from184

Si[kn]. Let the synonym s(n,m) represent the se-185

lected one, they can be represented as follows:186

s(n,m) = select(Si[kn]), (4)187

texti = replace([mask], s(n,m)), (5)188

We then passed the texti through a PLM to ob-189

tain the token probability distribution probsi. By190

excluding the dimension corresponding to the se-191

lected synonym, we calculated the product of the192

probabilities for surrounding tokens (Chang et al.,193

2024; Li et al., 2023), allowing us to consider the194

overall context when replacing the original key-195

word with its synonym.196

In this case, we considered the probabilities197

from two PLMs to achieve more stable results.198

Let probsi ∈ RD is the averaged probabili-199

ties from both models, the replaced probability200

3https://ko.dict.naver.com

p<i,kn,s(n,m)> is as follows: 201

p<i,kn,s(n,m)> =
D∏

d=1

probsdi , 202

if d is unrelated to the s(n,m),

(6)
203

We calculated the p<i,kn,s(n,m)> for all syn- 204

onyms corresponding to a given keyword. The final 205

synonym replacement was determined by compar- 206

ing the absolute differences between these proba- 207

bilities and the keyword probability p<i,kn,kn>
4. If 208

m′ represents the index of the synonym with the 209

largest difference, the keyword kn is replaced with 210

the synonym s(n,m′). 211

m′ = argmax(|p<i,kn,s(n,m)> − p<i,kn,kn>|), 212

for all s(n,1), ..., s(n,m) in dict(kn), (7) 213

We applied synonym substitution across the en- 214

tire research paper summary texts. The details 215

about the equations and process for synonym sub- 216

stitution are provided in Appendix B.2. 217

4 Experiment 218

4.1 Experimental Design 219

We conducted experiments using the UniGEC 220

dataset to evaluate LLMs’ ability to correct 221

swapped synonyms in specialized texts. Following 222

prior studies, we provided task instructions (Wu 223

et al., 2023a) and applied zero-shot chain-of- 224

thought (CoT) (Kojima et al., 2022) to encourage 225

the models to leverage reasoning paths. Addition- 226

ally, we employed task decomposition (Zhou et al., 227

2022), instructing the models to first identify unnat- 228

ural words in the text before making corrections. 229

We selected four versions of LLMs for our exper- 230

iments. Qwen (Qwen Team, 2024) and Gemma (Team 231

et al., 2024) series are the recent models and 232

perform well in Korean, even though they are 233

multilingual. The details in the implementations 234

and prompt configurations are provided in Ap- 235

pendix C.1 and D. 236

4.2 Main Results 237

The results of evaluating the correction of substi- 238

tuted synonyms across different domains are pre- 239

sented in Table 1. We set up to three keywords per 240

4The keyword probability is calculated in the same way
as the replaced probability, as outlined in Equations (5)-(7),
but with the synonym s(n,m) replaced by the keyword kn. It
represent the probability that a specific keyword is considered
in the given context.
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Method
Task

Description
Zero-shot

CoT
Task

Decomposition
Metric BLEU GLEU BLEU GLEU BLEU GLEU

Learner
Corpus

Gemma2-2b 69.34 61.77 63.14 54.74 64.63 57.82

UniGEC

Gemma2-2b 53.23 55.67 41.25 44.04 55.86 58.11
Gemma2-9b 55.21 57.48 45.22 47.70 61.15 62.92
Qwen2.5-1.5b 59.21 61.33 52.94 55.28 58.11 59.82
Qwen2.5-7b 50.14 52.79 47.54 50.40 61.93 63.83

Table 1: Correction task performance with the prompt-
ing methods applied to each model. We compared
UniGEC with the learner corpus (Yoon et al., 2023), pre-
senting the results of the best model for the latter5.

Model Synonyms
Task

Description
Zero-shot

CoT
Task

Decomposition
BLEU GLEU BLEU GLEU BLEU GLEU

Gemma2

-9b

2 57.53 59.54 46.45 48.88 64.41 65.98
3 55.21 57.48 45.22 47.70 61.15 62.92
4 53.96 56.30 44.45 46.98 59.56 61.53

Qwen2.5

-7b

2 52.75 55.15 50.78 53.29 65.76 67.39
3 50.14 52.79 47.54 50.40 61.93 63.83
4 48.69 51.45 46.91 49.74 59.78 61.88

Table 2: Performance differences in the correction task
by varying the maximum number of synonyms replaced
per text, focusing on the larger models.

text were replaced with synonyms. While smaller241

models performed reasonably well with only the242

task description, but larger models achieved better243

results as prompts were refined through task de-244

composition. In particular, Qwen2.5-7b achieved a245

GLEU score of 63.83, showing an improvement of246

11.04 points over the simpler prompt.247

5 Discussion248

We conducted further experiments and analyses249

to explore various aspects of the UniGEC dataset250

constructed through synonym replacements.251

Comparison based on the Nature of the Cor-252

pora We observed that the UniGEC performance253

was significantly lower than that of the learner cor-254

pus. This suggests that distinguishing contextually255

appropriate synonyms in specialized texts is more256

challenging than addressing the simpler vocabulary257

and error types found in language learner corpora.258

Therefore, it is essential to develop GEC techniques259

tailored to the unique characteristics of each corpus.260

We emphasize the need to expand synonym replace-261

ment tasks across a broader range of specialized262

texts to address this challenge.263

Impact of Synonym Replacement Counts264

While Table 1 reported results based on replacing265

up to three keywords per text, we also experimented266

5The results from the experiments with other models are
provided in Appendix C.2.

Figure 2: Performance differences across 8 domains
in research paper summaries, focusing on the best-
performed model Qwen2.5-7b in our experiments.

with varying the range to two and four keywords, 267

as shown in Table 2. The results revealed that the 268

correction performance consistently declined as 269

the number of replaced keywords increased, with a 270

maximum drop of 5.98 points. This highlights the 271

difficulty models face in restoring the original text 272

when more synonyms are replaced in that text. 273

Performance Variations across Domains 274

When up to three keywords per text were replaced 275

with synonyms, the results for each domain are 276

presented in Figure 2. We observed significant vari- 277

ations depending on the domain-specific context. 278

Arts and Physical Education achieved the high- 279

est scores, while Natural Sciences and Agriculture 280

and Marine Sciences recorded the lowest, suggest- 281

ing that synonym replacement is particularly chal- 282

lenging for scientific texts due to their specialized 283

nature. The varied performance across domains 284

further underscores the need for a more detailed 285

analysis of synonym usage within each domain. 286

6 Conclusion 287

We introduce the UniGEC dataset, which performs 288

synonym substitution by leveraging results from 289

multiple models. This approach assumes that the 290

GEC task, commonly applied to language learner 291

corpora, can also be extended to specialized texts. 292

The process involves extracting keywords and de- 293

termining the probability of substituting synonyms. 294

In our experiments, the results revealed that UniGEC 295

is more challenging than language learner corpora. 296

We observed that performance is influenced by 297

the number of synonyms that can be substituted 298

per text. Additionally, the performance variations 299

across domains highlight the need for further re- 300

search into synonym substitution for specialized 301

texts, in order to expand GEC tasks to a broader 302

range of scenarios. 303
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Limitations304

Nature of the Source Dataset Since our experi-305

ments were conducted using an exist paper sum-306

mary dataset, we assumed that the texts were in-307

tentionally chosen to align with human intent, and308

treated them as the ground truth. This means that309

selecting a source dataset directly influences the310

approach to synonym substitution and significantly311

impacts results.312

Absence of Direct Method We constructed a313

dataset based on synonym substitution, distinct314

from typical language learner corpora, but this315

study does not propose methods specifically de-316

signed for it. We plan to explore broader GEC317

scenarios using synonym substitution in diverse318

contexts and to propose methods tailored to these319

scenarios as future work.320

Scalability of the Research While this study fo-321

cuses on a Korean, expanding it to include English322

and other languages is essential for broader explo-323

ration. The careful selection of source datasets will324

also be crucial for other languages, and we believe325

our research on synonym substitution will offer326

valuable insights in this context.327

Ethics Statement328

We used multiple LLMs and PLMs in our approach,329

which may have influenced both the dataset con-330

struction and experimental results due to model331

biases. To mitigate this, we integrated results from332

various models during dataset creation to minimize333

such biases (Wang et al., 2024; Zou et al., 2024).334

Our goal was to develop a dataset that is not overly335

dependent on the results of any single model.336
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A Dataset Descriptions651

We collected a research paper summary dataset6652

and used only the valid dataset from the existing653

configuration. This dataset consists of abstracts654

summarized by human experts, ensuring that the655

text captures the overall content of the paper while656

incorporating domain-specific vocabulary. To en-657

sure an appropriate length distribution, we removed658

the top 25% of texts that were either too short or659

too long. As a result, we used texts ranging from660

154 to 239 lengths across all topics.661

The topics were divided into eight categories:662

(1) Arts and Physical Education, (2) Social Sci-663

ences, (3) Natural Sciences, (4) Agriculture and664

Marine Sciences, (5) Engineering, (6) Medicine665

and Pharmacy, (7) Humanities, and (8) Interdisci-666

plinary Studies. After preprocessing the texts, we667

standardized the dataset by selecting 140 texts from668

each topic, resulting in a total of 1,120 texts.669

B Details in UniGEC Construction670

B.1 Keyword Extraction Details671

Selected LLMs We employed three instruction-672

tuned models trained on a Korean dataset78, along673

with a recent multilingual model with string perfor-674

mance on Korean9. The temperature for keyword675

extraction was set to 0.2 (Chen et al., 2024).676

Few-shot Samples We facilitated the keyword677

extraction for each LLM by incorporating domain-678

specific few-shot samples. Using the train split679

from the existing configuration of the source680

dataset we provided five sampled per text to enable681

6https://aihub.or.kr/aihubdata/data/view.do?
currMenu=115&topMenu=100&aihubDataSe=realm&
dataSetSn=90

7https://huggingface.co/LGAI-EXAONE/EXAONE-3.
0-7.8B-Instruct

8https://huggingface.co/nlpai-lab/KULLM3
9https://huggingface.co/meta-llama/Llama-3.

1-8B-Instruct

few-shot learning. The prompt design for keyword 682

extraction using few-shot samples was adapted 683

from previous study (Kluge and Kähler, 2024). 684

Exceptional Cases To account for cases where 685

no keywords were unanimously extracted by all 686

models, we collected keywords extracted jointly by 687

two models as K
′
i . Additionally, when increasing 688

the maximum number of synonym substitutions as 689

shown in Table 2, we supplemented the Ki with 690

K
′
i if the original one was insufficient. 691

K
′
i = (K(i,1) ∩K(i,2)) ∪ (K(i,2) ∩K(i,3)) 692

∪ (K(i,3) ∩K(i,1)) \ (3 ∗Ki), (8) 693

B.2 Synonym Substitution Details 694

Selected PLMs We selected two types of models: 695

one fine-tuned specifically for Korean10 and an- 696

other multilingual model with strong performance 697

in Korean11. These models were used to derive to- 698

ken probabilities for input texts with substituted 699

synonyms during inference stage. 700

Additional Explanations to Equations Using 701

Equation (7), we described the process of replacing 702

the keyword kn with the synonym s(n,m′). By ap- 703

plying this process to all keywords extracted from 704

a given text, we obtained the list of substituted 705

synonyms S
′
i . As previously defined, Ki and Si 706

represent the mutual keyword set and synonym list 707

for texti, respectively. This process are as follows: 708

S
′
indices = {Eq (7)(kn, dict(kn)) 709

for kn in Ki for dict(kn) in Si}, (9) 710

S
′
i = {{kn : s(n,m′)} 711

for n in range(len(Ki)) 712

for m′ in S
′
indices}. (10) 713

We prioritized keyword-synonym pairs from S
′
i 714

based on the largest absolute difference between 715

the replaced probability and keyword probability, 716

as defined in Equation (7). This approach aimed 717

to avoid replacing all identified keywords with ev- 718

ery possible synonym, instead selecting the syn- 719

onym most contextually incongruous. In the exper- 720

iments in Table 1, we used up to the top 3 keyword- 721

synonym pairs, while in Table 2, we selected 2 to 4 722

pairs depending on the conditions. 723

Human Evaluation We conducted a human 724

evaluation to determine whether the synonym sub- 725

10https://huggingface.co/klue/bert-base
11https://huggingface.co/FacebookAI/

xlm-roberta-base
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Domains Rate #1 Rate #2 Rate #3

Arts and Physical Education 2.4 2.0 2.2
Social Sciences 2.3 2.3 2.3
Natural Sciences 1.9 1.7 1.8
Agriculture and Marine Sciences 2.3 2.2 2.2
Engineering 2.2 2.1 1.8
Medicine and Pharmacy 2.2 2.1 1.8
Humanities 2.5 2.3 2.3
Interdisciplinary Studies 2.0 1.8 1.8

Table 3: Confusion scores in synonym-substituted texts
for all domains, with higher scores indicating greater
confusion. The average scores are reported.

stitution in the UniGEC dataset effectively create po-726

tential confusion with the original text as intended.727

Three native university graduates fluent in Korean728

volunteered for this evaluation. We asked them to729

rate whether the modified text could cause confu-730

sion if they were asked to write the original version.731

We provided each rater with 10 texts from each732

domain, for a total of 80 texts. The results of this733

evaluation are presented in Table 3.734

Higher scores indicate that the synonym-735

replaced text is more confusing compared to the736

original, suggesting that the synonym replacement737

process effectively created texts that could confuse738

even human raters. The results showed that most739

domains had scores near or above 2 out of 3, re-740

flecting a consistent level of difficulty. However, in741

the Natural Sciences domain, all raters gave lower742

scores, indicating that the complexity of synonym743

replacement may depend on the domain.744

C Details in Experiments745

C.1 Implementation Details746

Prompt Configurations Unlike common GEC747

tasks that address explicit grammatical errors,748

correcting swapped synonyms based on context749

required modifications to the standard prompts.750

Furthermore, to mitigate the problem of over-751

correction (Wu et al., 2023b), where generative752

models tend to make unnecessary edits, we modi-753

fied the prompt configurations accordingly.754

Experimental Setup The temperature for the755

correction task was set to 0 (Song et al., 2024).756

We used BLEU and GLEU scores, which are com-757

monly used metrics in GEC research (Koo et al.,758

2024; Yoon et al., 2023). To facilitate efficient in-759

ference with the LLMs used in our experiments,760

we utilized the vLLM library (Kwon et al., 2023).761

Model
Task

Description
Zero-shot

CoT
Task

Decomposition
Metric BLEU GLEU BLEU GLEU BLEU GLEU

Learner
Corpus

Gemma2-2b 69.34 61.77 63.14 54.74 64.63 57.82
Gemma2-9b 60.98 50.13 57.75 45.46 65.42 57.78
Qwen2.5-1.5b 66.64 57.01 63.11 49.97 68.14 60.08
Qwen2.5-7b 58.49 47.70 60.42 50.50 63.84 55.56

Table 4: Correction task performance of all models using
the learner corpus.

C.2 Remaining Experimental Results 762

Results of Learner Corpus We present the full re- 763

sults of the four models using the learner corpus in 764

Table 4. We selected the Kor-Learner dataset from 765

the original one (Yoon et al., 2023), as it effectively 766

represents the typical characteristics of language 767

learner corpora. When comparing the results with 768

those from UniGEC, we found that our dataset was 769

more challenging in simpler prompt configurations, 770

as outlined in the task description. However, when 771

the task was broken down into its core components 772

for inference, our dataset exhibited higher scores. 773

Performance Variations across Domains In 774

addition to the results presented in Figure 2, we 775

observed consistent performance differences for all 776

models and metrics. The trends across all eight do- 777

mains resembled those in Figure 2, with domains 778

using more technical terminology, such as contain- 779

ing Sciences, showing notably lower performance. 780

D Prompt Templates 781

• Keyword extraction 782

Your task is extracting the keywords from the
given sentences.

You will be provided with the text written
on the topic of “{domain_name}”.
Please refer these examples, do not copy them for
the generated results.

# domain-specific few-shot samples
sentences: {sentences}
keywords: {keywords}
...

Please extract the top 8 most significant
keywords from the sentences below. Always
answer in Korean without any explanations.
sentences: {input_text}
keywords:

783

• Task description for the leaner corpus 784

Do grammatical error correction on all the follow-
ing sentences. Always answer in Korean, without
any explanations.
input: {input_text}
output:

785
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• Task description for UniGEC786

Please revise any unnatural words in the given
sentences to better fit the context, while keeping
the rest unchanged as much as possible. Always
answer in Korean, without any explanations.
input: {input_text}
output:

787

• Zero-shot CoT for the learner corpus788

# phase 1
Do grammatical error correction on all the
following sentences. Let’s think step by step.
Always answer in Korean.
input: {input_text}
reasoning path:

# phase 2
reasoning path: {reasoning_path}
Do grammatical error correction that fit the
given sentences. Let’s think step by step. Always
answer in Korean, without any explanations.
input: {input_text}
output:

789

• Zero-shot CoT for UniGEC790

# phase 1
Please revise any unnatural words in the given
sentences to better fit the context, while keeping
the rest unchanged as much as possible.
input: {input_text}
reasoning path:

# phase 2
reasoning path: {reasoning_path}
Please revise any unnatural words in the given
sentences to better fit the context, while keeping
the rest unchanged as much as possible. Let’s
think step by step. Always answer in Korean,
without any explanations.
input: {input_text}
output:

791

• Task decomposition for the learner corpus792

# phase 1
Please detect words with any grammatical errors
in the given sentences. Always answer in Korean.
input: {input_text}
reasoning path:

# phase 2
reasoning path: {reasoning_path}
Based on detected words, do grammatical error
correction that fit the given sentences. Always
answer in Korean, without any explanations.
input: {input_text}
output:

793

• Task decomposition for UniGEC794

# phase 1
Please detect any unnatural words in the given
sentences according to the context. Always
answer in Korean.
input: {input_text}
reasoning path:

# phase 2
reasoning path: {reasoning_path}
Based on detected words, please revise any
unnatural words in the given sentences to better
fit the context, while keeping the rest unchanged
as much as possible. Always answer in Korean,
without any explanations.
input: {input_text}
output:

795
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