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1 INTRODUCTION
In this supplementary material, we provide details of the evaluation
metrics in the quantitative results and the sound pressure levels in
the personalized experiments. Firstly, we introduce the equations
of evaluation metrics in Section 2. Then, the detailed expression
process of sound pressure level in personalized experiments is
provided in Section 3. Finally, the binaural audio generated by
our text-guided audio spatialization method can be viewed
in the video in the supplementary materials.

2 DETAILS OF EVALUATION METRICS
In this section, we introduce the evaluation metrics of this paper
in detail, which provide a comprehensive evaluation of binaural
audio. In the main text, we utilize six evaluation metrics to compre-
hensively evaluate binaural audio generated by different methods,
including STFT Distance [1], Envelope (ENV) Distance [4], Wave
L2 (WAV×10−3) [6], Amplitude L2 (AMP), Phase L2 (PHA), and
Signal-to-Noise Ratio (SNR) [5]. They are described as follows:
STFT Distance: It measures binaural audio on the spectrogram
domain, which is the Euclidean distance between the predicted left
and right channel spectrograms and their ground truth:

D𝑆 = ∥𝑆𝑙 − 𝑆 ′
𝑙
∥2 + ∥𝑆𝑟 − 𝑆 ′𝑟 ∥2 . (1)

ENV Distance: It measures binaural audio on the raw waveform
domain, which is the Euclidean distance between the envelope of
the left and right channels of the waveform and the ground truth:

D𝐸 = ∥𝐸 [𝐴𝑙 ] − 𝐸 [𝐴′
𝑙
] ∥2 + ∥𝐸 [𝐴𝑟 ] − 𝐸 [𝐴′

𝑟 ] ∥2, (2)

where 𝐸 [·] denote the envelope of signal. It can capture the percep-
tual similarity of the waveform well.
Wave L2: It is the mean squared error between the predicted bin-
aural audio and the ground truth binaural recording:

L𝑤𝑎𝑣
2 = 103 × ((𝐴𝑙 −𝐴′

𝑙
)2 + (𝐴𝑟 −𝐴′

𝑟 )2) . (3)

Amplitude L2 and Phase L2: Amplitude L2 and Phase L2 are the
mean squared errors between the predicted binaural audio and the
real binaural recording on the amplitude and phase after STFT [2]
on the waveform:

L𝑎𝑚𝑝

2 = ( |𝑆𝑙 | − |𝑆 ′
𝑙
|)2 + (|𝑆𝑟 | − |𝑆 ′𝑟 |)2, (4)

and
L𝑝ℎ𝑎

2 = (∠(𝑆𝑙 ) − ∠(𝑆 ′𝑙 ))
2 + (∠(𝑆𝑟 ) − ∠(𝑆 ′𝑟 ))2, (5)

where |·| and ∠(·) denote the modulu and phase angle of the com-
plex number, respectively.
Signal-to-Noise Ratio: It is the power ratio of audio signal to
noise. Audio signal refers to the ground truth binaural recording,
while noise refers to the differential between the ground-truth and
the predicted signal. The average signal-to-noise ratio of the two

channels of binaural audio can be described as:

SNR =

10 × (log 10( 𝐴𝑙

𝐴𝑙−𝐴′
𝑙

) + log 10( 𝐴𝑟

𝐴𝑟−𝐴′
𝑟
))

2
. (6)

3 DETAILS OF SOUND PRESSURE LEVEL
In the personalization experiment, we employ SPL to visualize the
spatial variation of the binaural audio, which represents the differ-
ence in sound pressure level between the left and right channels
of the binaural audio [3]. The sound pressure levels of the left and
right channels of binaural audio are defined as follows:

𝑆𝑃𝐿𝑙 (𝑡) = 20 × log10 (
∥𝐴𝑙 (𝑡)∥2
𝑝𝑟𝑒 𝑓

), (7)

and
𝑆𝑃𝐿𝑟 (𝑡) = 20 × log10 (

∥𝐴𝑟 (𝑡)∥2
𝑝𝑟𝑒 𝑓

), (8)

where 𝐴𝑙 (𝑡) and 𝐴𝑟 (𝑡) represent the left channel signal and the
right channel signal, respectively, 𝑝𝑟𝑒 𝑓 = 2× 10−5. Then, the spatial
perception of binaural audio is defined as the difference in sound
pressure level between the left and right channels:

𝑆𝑃𝐿(𝑡) = 𝑆𝑃𝐿𝑙 (𝑡) − 𝑆𝑃𝐿𝑟 (𝑡). (9)

Finally, the direction of spatial perception of binaural audio can be
expressed as:

Direction(𝑡) =


Left, 𝑆𝑃𝐿(𝑡) > 0
Center, 𝑆𝑃𝐿(𝑡) = 0
Right, 𝑆𝑃𝐿(𝑡) < 0

(10)
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