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Abstract

State-of-the-art causal discovery methods usually assume that the observational
data is complete. However, the missing data problem is pervasive in many practical
scenarios such as clinical trials, economics, and biology. One straightforward way
to address the missing data problem is first to impute the data using off-the-shelf
imputation methods and then apply existing causal discovery methods. However,
such a two-step method may suffer from suboptimality, as the imputation algorithm
may introduce bias for modeling the underlying data distribution. In this paper, we
develop a general method, which we call MissDAG, to perform causal discovery
from data with incomplete observations. Focusing mainly on the assumptions of ig-
norable missingness and the identifiable additive noise models (ANMs), MissDAG
maximizes the expected likelihood of the visible part of observations under the
expectation-maximization (EM) framework. In the E-step, in cases where comput-
ing the posterior distributions of parameters in closed-form is not feasible, Monte
Carlo EM is leveraged to approximate the likelihood. In the M-step, MissDAG
leverages the density transformation to model the noise distributions with simpler
and specific formulations by virtue of the ANMs and uses a likelihood-based causal
discovery algorithm with directed acyclic graph constraint. We demonstrate the
flexibility of MissDAG for incorporating various causal discovery algorithms and
its efficacy through extensive simulations and real data experiments.

1 Introduction

Discovering the underlying causal relations among variables of interest often occupies a prominent
position for supporting stable inference and rational decisions [42] in many applications such as
medical diagnostics [48], recommendation systems [64] and economics [27]. To achieve this goal,
conducting randomized controlled trials or using interventions is often acknowledged as the golden
rule, which is effective but challenging in practice owing to high costs, ethical issues, or difficulties
in obtaining compliance [47]. To address this issue, causal discovery from purely observational data,
which may be more realistic in specific settings, has drawn considerable attention in both academic
and industrial fields [58, 24, 23, 21].

Existing causal discovery methods, such as constraint-based methods [57, 13], score-based methods
[12, 46], and methods based on functional causal models [53, 25, 72, 44], typically focus on the
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Figure 1: Example of linear Gaussian model with equal noise variance. With zero-mean noises, the
recovered covariance matrix Σ̂ (sufficient statistic) can be a criterion for distribution recovery.

settings in which complete observations are available. However, in practice, datasets often suffer
from missing values caused by various factors such as entry errors, deliberate non-responses, and
sampling drops [31]. Following the definitions by Little and Rubin [31], the missing types can be
categorized into three classes, namely missing completely at random (MCAR), missing at random
(MAR), and missing not at random (MNAR), according to different missing mechanisms. Many
previous efforts have focused specifically on figuring out more identifiable MNAR cases [6, 34, 37]
and estimating the causal graphs from some specific MNAR cases [17, 62], while less attention has
been paid to the M(C)AR cases as no extra assumption is required to recover the ground-truth data
distribution from incomplete observations [51, 34].

To perform causal discovery in the M(C)AR case, a naive approach to handle the missing values is
the listwise deletion method that simply drops the samples with missing value(s) in at least one of
the variables. However, this may lead to unsatisfactory performance if the sample size is limited or
the missing rate is high [59, 62] because of the decreased statistical power. Another straightforward
approach is to impute those missing values instead of listwise deleting them. However, these
imputation methods may introduce bias for modeling the underlying data distribution [29]. Moreover,
as shown in Fig. (1), even though Gaussian-EM imputation method can consistently recover the data
distribution as there is no model misspecification, it may lead to sub-optimal directed acyclic graph
(DAG) estimation because it focuses solely on distribution recovery instead of structure learning.
Therefore, a principled causal discovery approach that can handle the M(C)AR case is needed.

Contributions. In this work, we develop a practical and general EM-based framework, called
MissDAG, to perform causal discovery in the presence of missing data, in which the underlying
missing mechanism is independent from the observed information, which includes the M(C)AR
case. Considering the data generating model, we focus on the identifiable additive noise models
(ANMs) [44], including the linear non-Gaussian model [53], linear Gaussian model with equal noise
variance [45], and nonlinear ANMs [25, 44]; as a byproduct, our framework also accommodates
the typical non-identifiable case, namely the linear Gaussian model with non-equal noise variances
that can only be identified to Markov equivalence class [57]. The resulting MissDAG framework
flexibly accommodates different score based causal discovery algorithms [12, 74, 39, 71] developed
for complete data and can be potentially extended to deal with more general cases (e.g., the log-
determinant term is incorporated in the likelihood function). Moreover, we conduct extensive
experiments on a variety of settings, including synthetic and real data, against many baselines to
verify the effectiveness of MissDAG.

2 Preliminaries

Additive noise models. We adopt the notion of structural causal model (SCM) [42, 43] to characterize
the causal relations among variables. Each SCM M = ⟨Z,X ,F⟩ consists of the exogenous variable
set Z = {Z1, Z2, . . . , Zd}, the endogenous variable set X = {X1, X2, . . . , Xd}, and the function
set F = {f1, f2, . . . , fd}. Here, each function fi computes the variable Xi from its parents (or
causes) PaXi

and an exogenous variable Zi, i.e., Xi = fi(PaXi
, Zi). In this work, we focus on a

specific class of SCMs, called the ANMs [25, 44], given by

Xi = fi(PaXi) + Zi, i = 1, 2, . . . , d, (1)

where Zi, interpreted as the additive noise variable, is assumed to be independent with variables in
PaXi

and mutually independent with variables in Z\Zi.
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Causal graph. Each SCM M induces a causal graph, which we assume in this work to be a
DAG3. The DAG GM = (V,E) consists of a vertex set V := {1, 2, . . . , d}, in which each node i
corresponds to the variable Xi, and an edge set E ⊆ V2 where (i, j) ∈ E if and only if Xi ∈ PaXj .
Let X = (X1, X2, . . . , Xd) be a random vector that includes the variables in X , and P (X) (with
density p(x)) be the joint distribution of random vector X . We assume that there are no latent
common causes of the observed variables (i.e., causal sufficiency), which, together with the acyclicity
assumption, indicates that P (X) and induced DAG GM satisfy the causal Markov condition [42].

3 Problem definition

Notations. In this paper, we focus on the finite-sample setting with missing data. Consider a dataset
D = (X,Y) that consists of N samples, where X ∈ RN×d and Y ∈ RN×d. Each row (Xi,Yi),
independently sampled from P (X,Y ), represents the i-th observation. Y is the indicator matrix that
records the missing positions in X, i.e., Yij = 0 if Xij is missing and Yij = 1 otherwise. In the
presence of missing data, the fully observed data X is unavailable. For simplicity, let O group all
observed positions in X and M group all the missing positions. For each observation Xi, let o group
the indexes of the observed part and m group the indexes of the missing part of Xi. Notice that o and
m are different for different observations. Then, XO = [Xij : Yij = 1, i ∈ [N ], j ∈ [d]] includes
all observed positions and XM = [Xij : Yij = 0, i ∈ [N ], j ∈ [d]]4 includes all missing positions
in X. Similarly, we have Xio = [Xij : Yij = 1, j ∈ [d]] and Xim = [Xij : Yij = 0, j ∈ [d]].

Following [31], we define the full likelihood of the i-th sample (Xio,Yi) as

Lfull(Xio,Yi; θ, ψ) =

∫
p(Xio,Xim; θ) p(Yi|Xio;ψ) dXim,

=p(Yi|Xio;ψ)

∫
p(Xio,Xim; θ) dXim,

where the parameters ψ govern the missing mechanisms and θ include all the model parameters. The
ignorable likelihood of Xio is defined as

Lignorable(Xio; θ) =

∫
p(Xio,Xim; θ) dXim.

Assumption 1 (Ignorable missingness [31]). The inference about parameters θ based on the ignorable
likelihood evaluated only by Xio is the same as inference for θ based on the full likelihood.

Ignorable missingness is important as it a common assumption that is required by EM-style algorithms
and also our method. It can be interpreted as a belief that the available data is sufficient to "correct"
the missing data, by assuming that the missingness and model parameters are distinct.

Task definition. Consider a distribution P (X,Y ), where the marginal distribution P (X) is induced
from a SCM M satisfying the assumption of ANM as defined in Eq. (1), and a dataset D = (X,Y).
In practice, the observed distribution is only P (Xo, Y ) satisfying Assumption 1 and the observational
part of the dataset is D̃ = (XO,Y). Our task is to learn the DAG GM from the dataset D̃.

4 MissDAG

In this section, we introduce our proposed method, called MissDAG, which leverages the penalized
EM framework to iteratively identify the causal graph GM and model parameters from the incomplete
data D̃. In the M-step, MissDAG takes the log-likelihood of the observational part of the sample and
applies a penalty function as the score function to guide the search of model parameters. Instead of
directly modeling the complex likelihood of the sample, MissDAG equivalently models the simpler
noise distributions by the density transformation [35] since ANMs always limit the noise distributions
to some specific distribution families. Moreover, the prior information of causal structure is also
considered as an inductive bias to reduce the variance of parameter estimation. In the E-step, the

3Indeed, there may be difference between a DAG and a causal graph–the directed edges of the latter is given
a causal meaning that allows it to answer interventional queries [28].

4We use [N ] = {1, 2, . . . , N} to represent the set of all integers from 1 to N .
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log-likelihood function is integrated over the posterior of missing entries to obtain the expectation
if the closed-form of the posterior is available. Otherwise, Monte Carlo (MC) simulations [65] are
adopted to numerically compute the expectation. The details are shown in the following subsections.

4.1 The overall framework of MissDAG

Leveraging the development of score based causal discovery methods, we follow the style that taking
the log-likelihood of observations (only the observational part) and a penalty function as the score
function. Then, the general form of the optimization problem can be written as

argmax
θ

S(θ) = log p(XO; θ)− λ PEN(θ),

subject to θG ∈ DAGs,

where θ = (θG , θF ), including a graph learning part θG and a causal mechanisms learning part θF ,
denotes the parameters of an SCM M. However, in some methods [74, 75, 39], θG can be absorbed
into and induced from θF . PEN(·) is the penalty function and λ is the penalty coefficient. With the
i.i.d. assumption of each observation (Xi,Yi), the score function S(θ) can be written as

S(θ) =
N∑
i=1

log

∫
p(Xio,Xim; θ) dXim − λ PEN(θ). (2)

Unfortunately, the closed-form solution of S(θ) cannot be obtained. Since the score function in
Eq. (4.1) gives rise to a penalized maximum log-likelihood estimation problem, we can take the
iterative penalized EM method [11], which relates the parameters estimation of the SCM from
log p(XO; θ) to the same parameters estimation from the complete-data log-likelihood log p(X; θ).

Different from the imputation methods that replace the missing entries XM by some specific values,
EM based methods formulate a two-step iterative operation. We start with an initial value θ0 and
denote θt as the estimate of θ at the t-th iteration. Then, each iteration of the EM method can be
represented as the following two steps:

• E-step takes the estimated model parameters of the previous step and the observational part XO

to impute the missing entries by the distribution of XM, which, in other words, gets the expected
log-likelihood of the complete-data as follows.

Q(θ, θt) =

∫
p(XM|XO; θt) log p(XO,XM; θ) dXM − λ PEN(θ)

=EXm|Xo;θt {log p(XO,XM; θ)} − λ PEN(θ).

(3)

• M-step calculates θt+1 by maximizing the Q function as follows.

θt+1 ∈ argmax
θ

Q(θ, θt)

The E-step calculates the expected data log-likelihood Q(θ, θt). The following M-step, then, maxi-
mizes Q(θ, θt) in θ for the fixed θt with DAG constraint. The convergence analysis of MissDAG is
provided in Appendix E.

4.1.1 Log-likelihood term of S(θ)

The final problem comes to the exact formulation of p(X; θ), which is not straightforward to obtain
in our problem since ANMs typically impose assumptions on the noise distribution instead of the
joint distribution P (X). Benefiting from the well-researched results of the change of variables rule
of density transformation [35], we can equivalently formulate p(X; θ) by transforming it to p(Z; θ).
Here, for simplicity, we take Z = (Z1, Z2, . . . , Zd) and f = (f1, f2, . . . , fd). Then, we have

pX(X) = pZ(X − f(X))|det(I− Jf )|, (4)

where I is the identity matrix and Jf represents the Jacobian of f evaluated on X .

Proposition 1. If θG represents a DAG, then |det(I− Jf )| = 1.
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The proof is included in Appendix B.1. With Proposition 1, the log-determinant term becomes zero if
the candidate solution is acyclic and can be dropped to simplify Eq. (5). However, we would also like
to point out that some recent score-based structure learning methods based on continuous optimization,
e.g., GOLEM [39] and NOTEARS-ICA [73], have shown that including the log-determinant term
(which corresponds to likelihood based on directed cyclic graphs) in its objective function may be
desirable and lead to better performance. In this work, this term is ignored since only acyclic models
are considered. Then, with Eq. (4) and Proposition 1, we can model the log-likelihood of the simpler
mutually independent noises distributions. Then, we have

L(Xi; θ) =

d∑
j=1

log pZj (Xij − fj(Xi)) + log |det(I− Jf )| =
d∑

j=1

log pZj (Xij − fj(Xi)). (5)

In the E-step, with different data generation models, the exact formulation of the posterior may be
unavailable. In the next section, therefore, we split up these two cases named exact posterior and
approximate posterior respectively for presentations.

5 Different posterior cases

5.1 Exact posterior

Firstly, we deal with the linear Gaussian models including linear Gaussian model with equal variance
(LGM-EV) and linear Gaussian model with non-equal variance (LGM-NV). That is to say, in Eq. (1),
each fi ∈ F is a linear function and Zi ∼ N (0, σ2

i ) with ΣZ = diag(σ2
1 , σ

2
2 , . . . , σ

2
d). Then, the

model can be rewritten as

X =WTX + Z, (6)

where W ∈ Rd×d is the weight matrix and Wij ̸= 0 means that Xi is one of the causes of Xj .
Based on the density of a linear transformation, we know P (X) belongs to a multivariate Gaussian
distribution. For multivariate Gaussian, sufficient statistics consist of the mean vector µ(X) (the
first-order moment) and the covariance matrix cov(X) (the second-order moment). With zero-mean
assumption of Z, we have µ(X) = 0 and estimate cov(X) by T. In other words, we can equivalently
replace p(X; θ) by p(T; θ). Specifically, with full data, T can be directly calculated by T = 1

NXTX.

In this case, we specify θ = (W,ΣZ) since the two parameters can govern the distribution P (X).
According to Eq. (5), the complete log-likelihood L(X;W,ΣZ) can be sufficiently formulated by

L(X;W,ΣZ) = log p(T;W,ΣZ)

= −1

2
Tr(log ΣZ)−

1

2N
Tr((I−W )TT(I−W )ΣZ)−

d

2
log 2π. (7)

Since (7) is linear in T, the Q function can be formulated in a closed-form.

5.1.1 E-step: compute Q(W,ΣZ ,W
t,Σt

Z)

As discussed before, the E-step calculates the expected log-likelihood log p(T;W,ΣZ) with XO and
(W t,Σt

Z). From Eq. (6), we have X = (I −WT )−1Z. Then, the implicit parameter Σt
X can be

estimated by Σt
X = (I−W )−TΣt

Z(I−W )−1. Then, Tt = E[T |XO; Σt
X ] can be straightforwardly

calculated by the well-known results on the conditional distributions of the multivariate Gaussian.
Each entry of Tt is obtained by Tt

ij = [ 1N
∑N

k=1 ξk |XO; Σt
X ], where

ξk =

{
Σt

Xij + X̂kiX̂kj if Xki&Xkj are missing,
X̂kiX̂kj otherwise.

X̂k records the expectation of missing part of the k-th instance Xk and also shares the same indexes
with Xk. X̂k is initialized as Xk. Then, X̂km = Σt

XmoΣ
t
Xo−1oXko.
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5.1.2 M-step: maximize Q(W,ΣZ ,W
t,Σt

Z)

With Tt, the M-step maximizes the score S(θ) with L(Tt;W,ΣZ) = log p(Tt;W,ΣZ). Here, we
also plug in the DAG constraint for optimization to ensure that the estimated graph is acyclic. Then,
the overall optimization problem can be formulated as

W t+1,Σt+1
Z = argmax

W,ΣZ

L(Tt;W,ΣZ) + λ PEN(W ),

subject to GW ∈ DAGs,

where GW means the graph induced fromW . Here, we do not restrict the use of any specific algorithm
for solving this problem. For the LGM-EV, one can adopt the greedy search method by Peters and
Bühlmann [45], GOLEM [39], or NOTEARS [74] to estimate the DAG G, while for the LGM-NV,
one can apply different search methods like GES [12], A* [71], and GOLEM [39].

5.2 Approximate posterior

Unfortunately, for Non-Linear (NL)-ANMs and Linear Non-GAussian Model (LiNGAM) cases, the
E-step is not available in a closed-form, which would make the likelihood inference for missing
data more difficult. There are mainly two problems to compute the expectation: (1) computing the
posterior distribution p(Xim|Xio; θ

t); (2) computing the integral. Since the problem mainly comes
from the noise modeling as we later show, we prefer to first introduce the M-step of our method.

5.2.1 M-step: maximize Q(θ, θt)

From Eq. (5), we know that two reasons lead to the non-closed-form for integral. The first one
is that f includes some complex non-linear functions. However, considering the likelihood issue,
the non-linearity problem can be well handled by taking neural networks to model f [75, 40, 30].
Therefore we leave f for both linear and non-linear models for brevity. The second problem is
non-Gaussian noise, which needs to be clarified before the M-step.

The problem of pZ(Z). If noises are non-Gaussian, the exact formulation of each noise distribution
is unknown. To make the likelihood-based methods work, a fixed Super (Sub)-Gaussian prior
distribution can be set to model the noise distributions [26, 75]. The theoretical result that the
maximum likelihood estimate is locally consistent even in the presence of small misspecification
error is well-established [2]. Here, we take the Super-Gaussian distribution as an example:

pi(Zi) = cZ exp (−2 log cosh (Zi)), (8)

where cZ is a constant. Notice that using (8) needs to assume the unit scale of noise, which may not
hold for the real scenarios. Therefore, we prefer to take a normalized likelihood for standardized
noise variable Zi/σi. Then, the standardized log-likelihood5 of the observation Xi will be

Lstandardized(Xi; θ) =

d∑
j=1

log pZj

(
Xij − fj(Xi)

σ̂j

)
− log σ̂j , (9)

where σ2
j = Var(Zj) is the variance of noise Zj with empirical version of σ̂2

j = 1
N

∑N
j=1(X:,j −

fj(X))2. Then, Eq. (9) can serve as the log-likelihood term and the overall optimization problem in
the M-step can be written as

θt+1 = argmax
θ

Lstandardized(X
t; θ)− λ PEN(θ),

subject to θG ∈ DAGs,

where Lstandardized(X
t; θ) represents the expected log-likelihood function in the t-th iteration.

5.2.2 E-step: compute Q(θ, θt)

The problem of the integral. For LiNGAM and NL-ANMs, there is no closed-form for the integral
to get the expectation of log-likelihood in the E-step. Naturally, we take the Monte Carlo sampling

5The term “standardized log-likelihood” is taken to follow the literature of independent component analysis.
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method [50] to approximate the expectation. Then, Eq. (3) can be reformulated as

Q(θ, θt) = EXm|Xo;θt {log p(XO,XM; θ)} =

N∑
i=1

Ns∑
j=1

log p(Xio, x
j
im; θ),

where xjim, sampled from the posterior, represents the j-th value of the total Ns sampling results for
the missing part Xim of the observation Xi.

The problem of sampling from the posterior. Instead of directly sampling from p(Xim|Xio; θ
t) to

fill the missing part Xim, we use rejection sampling [8] to sample from a proposal distributionQ(Xm)
with the probability density function q(Xm), from which we can readily draw samples. Then, a
constant ck is set to guarantee that ckq(Xm) ≥ p(Xim|Xio; θ

t) for ∀Xm. For each sample xjm from
q(Xm), the accept rate would be paccept = p(xjm|Xio; θ

t)/ckq(x
j
m). However, p(Xim|Xio; θ

t) can
not be directly obtained. With Bayes Rule, we have

p(Xim|Xio; θ
t) =

p(Xi; θ
t)

p(Xio; θt)
,

while for each instance Xi, p(Xio; θ
t) is a constant marked as co. However, the joint distribution

p(Xi; θ
t) is still not directly available. With Eq. (4) and Proposition 1, we find that we may skip for

obtaining the closed-form of p(Xi; θ
t) but equivalently provide the value of pZ(Zi; θ

t):

p(Xi; θ
t) = |det(I− Jθt

f
)|pZ(Zi; θ

t) =

d∏
j=1

pZj
(Xij − θtfj (Xi)).

Then, just like in the M-step, we take a normalized distribution to model the noise distributions. Then,
the probability that a sample can be accepted is given by

paccept =

∏d
j=1 pZj

(Xij − θtfj (Xi))

cockq(x
j
m)

.

Here, we take cr = cock as a re-normalized constant to activate the rejection sampling methods.

6 Experiments

We report the empirical results to verify the effectiveness of MissDAG on both synthetic and a
biological dataset.

Baselines. We mainly take imputation methods as baselines including Mean Imputation, MissForest
Imputation [60], and Optimal Transport (OT)-imputation [36] to impute the incomplete data at first,6
and then apply the causal discovery methods including GOLEM [39], NOTEARS [74], the algorithm
(‘Ghoshal’) by Ghoshal and Honorio [20], NOTEARS-MLP [75], and NOTEARS-ICA [73] to
estimate the causal graph for different assumed models (see Appendix D for details.). For LGM,
we also include the structural EM method for multivariate Gaussian distribution, which we called
Gaussian-EM imputation, to recover the complete data. For LGM-NV that aims to identify the
Complete Partial DAG (CPDAG), we also include different searching methods such as A* [71] and
GES [12] to solve the optimization problem of the M-step. Also, we include the Test-wise Deletion
PC (TD-PC) as a baseline for LGM-NV. For LiNGAM, we also use ICA-LiNGAM and Direct-
LiNGAM as baseline methods and put the results in Appendix F.7.2. The detailed implementations
of the imputation and structure learning methods, as well as the hyper-parameters of the proposed
method, are presented in Appendix C.

Metrics. We report the widely used criterion named Structural Hamming Distance (SHD), which
refers to the smallest number of edge additions, deletions, and reversals required to transform the
recovered DAG into the true one, averaged over 10 random repetitions to assess how the edges differ
between the estimated and ground-truth DAG in the identifiable cases. For the non-identifiable case
such as LGM-NV, we report the SHD-CPDAG to measure the distances between different CPDAGs.
Other criteria such as F1 and recall are included for the supplementary experiments in Appendix F.

6Results on more imputation methods including GAIN [68], KNNImputer [3], MICE [66] are shown in
Appendix F.1.
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Figure 2: Recovery of the true structure measured by SHD or SHD-CPDAG (↓). (a) LGM-EV with
d = 20. (b) LGM-NV with d = 15 since the searching time of A* is too long. Rows: ER1, ER2, and
SF2 graphs. Columns: different methods. Some results for Gaussian-EM imputation are truncated
because its SHDs are too large in those cases.

Simulations. The synthetic data we consider here is generated according to the ANM in Eq. (1). As
illustrated above, we consider four cases, including LGM-EV, LGM-NV, LiNGAM, and NL-ANM.
In each experiment, a ground-truth DAG G with d nodes and kd directed edges was first generated
from one of the two graph models, Erdős-Rényi (ER) or Scale-Free (SF). According to different
edges, kd edges (k = 1, 2), the graph model is named ERk or SFk. We also simulate denser graphs
in Appendix F.6. Then, for linear models, a weighted matrix W ∈ Rd×d with coefficients sampled
from Uniform([−2.0,−0.5] ∪ [0.5, 2.0]) with equal probability is generated to assign values to each
edge in G. For the non-linear model, corresponding to each edge in G, a fi is constructed from a fixed
MLP with random coefficients. The non-Gaussian noise we take here follows a Gumbel distribution.
In line with the settings outlined in [73], we do not consider the scenario of non-equal scales, as the
normalized likelihood makes the optimization problem hard to be solved. Our framework, however,
can be extended with future advanced methods to tackle this challenge. Experimental results on
more different non-linear functions and different noise distributions are included in Appendix F.8
and Appendix F.7.1, respectively. In equal variance/scale sets, all independent noises belongs to
their distributions with variance/scale as 1 while non-equal variance/scale settings get the scale of
each noise independently sampled from Uniform[1.0, 2.0]. For each experiment, we sample 100
observations for linear models and 200 observations for non-linear models. More results on different
numbers of samples with fixed number of nodes and different numbers of nodes with the fixed number
of samples are shown in Appendix F.3 and Appendix F.4, respectively. We also add the experiment
with d nodes and 2d observations with run-time comparisons in Appendix F.5. The missing type in
our experiments is MCAR while the results on MAR and MNAR are also provided in Appendix F.2.

Linear Gaussian case. In Fig. (2a), across all settings for LGM-EV, including different graphs
and missing rates, MissDAG with GOLEM, NOTEARS and Ghoshal as baseline methods can show
consistently the best performance or performance comparable to the best performances. While all
imputation methods are sensitive to different baseline methods, all NOTEARS-based methods show
improvements compared to GOLEM-based methods although GOLEM is the real full likelihood
method for LGM. However, GOLEM solves the problem by soft-constraint, which may suffer from
the finite sample. For imputation methods, we can see that MissForest usually acquires the second-
best place. Gaussian-EM imputation can consistently recover the multivariate Gaussian distribution,
but its performance varies a lot with different causal discovery methods. With NOTEARS, Gaussian-
EM imputation can gain better, even the best results as compared to the others. The results of
LGM-NV are shown in Fig. (2b). Three different searching strategies are considered. It is observed
that MissDAG can still achieve the best performances across all settings. The capacities of A* and
GES may be limited by the finite observations while GES appears to perform the worst. Moreover,
A*, an exact search method, may suffer from high computing complexity. The comparisons on
running time are provided in Appendix G.

Visualization of the learned DAG of MissDAG. We take an example of the MissDAG optimization
process on LGM-EV and plot the change in estimated parameters in Fig. (3), which shows that the
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Figure 3: Visualizations of the optimization process.

learned causal graph asymptotically approximates the ground-truth DAG G, including the existence
of edges and their weights. The data distribution can also be well recovered.
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Figure 4: MissDAG with approximate posterior.
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Figure 5: Dream4 results.

LiNGAM and NL-ANMs. Fig. (4a) shows the performances of MissDAG and different baseline
methods with NOTEARS-ICA as the causal discovery algorithm on LiNGAM while Fig. (4b) provides
the results on NL-ANM of 20 variables. One can see that MissDAG always occupies the best or one
of the best methods across all settings. MissForest [60] always shows the best or the second-best
performance. Especially for NL-ANM, MissForest can get comparable results to MissDAG.

Biological dataset. We take a biological dataset named Dream4 and provided in [22], which simulates
gene expression measurements from five sub-networks of transcriptional regulatory networks of E.
coli and S. cerevisiae. Here we consider the 10-node networks, which however include feedback
loops. We can see that MissDAG occupies the first place for most of the settings and LGM is more
suitable to learn from this dataset. The results in Fig. (5) show that there are misspecifications
between our models and real data, probably due to the cycles in the real data.

7 Related works

Causal discovery from complete data. Two lines of methods prevail in causal discovery research,
namely constraint-based methods, such as PC and fast causal inference (FCI) [58], and score based
methods like GES [12]. The first branch reads the (conditional) independencies information encoded
in the data distribution, which can also be viewed as an equality constraint [55], to decide the existence
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of edges and directions of some edges. However, the constraint-based method can only reach the
Markov Equivalence Class (MEC) of the ground-truth DAG since DAGs in the same MEC share
the totally same conditional independencies information. The second branch searches the model
parameters in the DAG space by maximizing the penalized likelihood (score) on the observational
data. For a long time, these methods suffer from the high searching complexities of combinatorial
optimization. Recently, NOTEARS [74] recasts this problem as a continuous optimization by
introducing an algebraic characterization of DAG. Then, NOTEARS has been extended to handle non-
linear cases [69, 40, 76, 30, 63], time-series data [41], unmeasured confounder [7] and interventional
data [9]. By imposing further assumption on the data generating model, NL-ANMs [25, 44], Post-
Nonlinear Model (PNL) [72], LGM-EV [45], and LiNGAM [53], etc, are proposed to learn the
ground-truth DAG with identifiability guarantees.

Causality with incomplete data. MissDeepCausal [33] leverages the deep latent model to estimate
the causal effects of a treatment, intervention or policy from incomplete data. GINA [32] system-
atically analyzes the identifiability of generative models under MNAR case and designs a practical
deep generative model which can provide identifiability guarantees for certain MNAR mechanisms.
DECI [18] proposes a general deep latent model to perform both causal discovery and inference.
Moreover, the theoretical results can guarantee that this model can identify the causal graph under
standard causal discovery assumptions.

BN learning with incomplete data. Previous methods [23, 56, 15, 16, 49] mainly inherit the
Expectation-Maximization (EM) method framework [51], which conducts likelihood inference in an
iterative optimization way. Friedman [15], Singh [56] iteratively refine the conditional distributions
and sampling the missing values from these distributions. [61] proposed a data augmentation method
by a stochastic simulation-based method that draws the filled-in value from a predictive distribution.
The augmentation method was accelerated by recasting the problem into two phases, parent set
identification by an exact search and structure optimization by an approximate algorithm [1]. However,
existing BN learning methods from incomplete data focus on identifying the Markov equivalence
classes (i.e., discrete cases) under suitable assumptions and usually formulate the structure learning
problem as a discrete optimization program, while our work focuses on continuous identifiable ANMs
of which the structure is fully identifiable and includes recent structure learning approaches based on
continuous optimization. More discussions can be found in Appendix A.

8 Conclusion and Future Work

In this paper, we propose a new approach named MissDAG to learn the underlying causal relations
from incomplete data. MissDAG, leveraging the EM-based paradigm, iteratively maximizes the
likelihood of the observational part of data with the inductive bias of DAG structure. Existing score-
based causal discovery methods can be directly integrated into our framework for graph and model
parameter learning. Moreover, MCEM is introduced to address the challenge that the closed-form
posterior of missing entries is unavailable. The experiments show that our method works well across
various of settings. However, our method inherits the time inefficiency issue of EM algorithm. Future
works include (1) improving the sampling efficiency with more efficient sampling or variational
inference techniques to approximate the posterior to scale up to larger problems, (2) incorporating
other advanced causal discovery methods into the MissDAG framework, and (3) allowing unobserved
confounders and cycles, e.g., using the methods by Bhattacharya et al. [7], Ghassami et al. [19].
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Supplementary materials

A Additional related works

Comparison with Friedman [15], Singh [56]. Our work shares similarities with [15, 55], since
both rely on the EM algorithm. However, our work focuses on continuous identifiable ANMs that
have recently received considerable attention [44], while Friedman [15], Singh [56] focus on discrete
cases in which one is only able to identify the Markov equivalence class; therefore, the key technical
development is different. (1) For the linear Gaussian case, we derive the closed-form solution of exact
posterior that is different from the discrete case considered by Friedman [15], Singh [56]. (2) For the
linear non-Gaussian and nonlinear cases, since the exact posterior is not available in closed form, we
develop a method based on approximate posterior using Monte Carlo and rejection sampling; such
a setup that involves approximate posterior may be more challenging and has not been considered
by Friedman [15], Singh [56], since the exact posterior of discrete case considered by Friedman
[15], Singh [56] is available in closed form. (3) Our formulation includes modern structure learning
approaches based on continuous optimization (in addition to classical methods based on discrete
optimization considered by Friedman [15], Singh [56]).

B Proofs

B.1 Proof of Proposition 1

We take BθG as the adjacency matrix of θG . If (BθG )ij = 0, then, (Jθt
f
)ij = 0, i.e., Jθt

f
implicitly

encodes a DAG structure. Therefore, there exists a permutation matrix U such that UJθt
f
UT is

strictly upper triangular. Then, |det(I− Jθt
f
)| = |det(I− UJθt

f
UT )| = 1.

C Implementation details

We provide the implementation details for the structure learning and imputation methods, and for
the procedure used to generate the missing data. We also describe the hyperparameters used for the
proposed MissDAG framework.

C.1 Structure learning methods

We use existing implementations for most structure learning methods:

• A* and GES7: A* [71, 70] formulates the score-based structure learning problem as a shortest path
problem and uses the A* search procedure with a consistent heuristic function to guide the search
in the search space of DAGs, and is guaranteed to return the optimal DAG. On the other hand, GES
[12] adopts a greedy search procedure in the search space of equivalence classes. Therefore, in the
M-step, one has to convert the estimated equivalence class by GES into a consistent DAG. For both
methods, we adopt the BIC score [52].

• Testwise Deletion PC (TD-PC): TD-PC [62] is an extension of PC that makes use of all instances
without any missing value for the variables involved in the conditional independence test. It
provides asymptotically correct results for the MCAR case while may not give correct for the MAR
case, since the condition p(R|Xm, Xo) = p(R) does not hold. Here we use the Fisher-z test and
set the p-value to 0.05.

• NOTEARS, NOTEARS-ICA, and NOTEARS-MLP8: NOTEARS-based methods are widely
used in our paper, including NOTEARS [74] for the LGM, NOTEAES-ICA (NOTEARS-ICA-
MCEM) [73] for the LiNGAM, and NOTEARS-MLP (NOTEARS-MLP-MCEM) [75] for the
NL-ANMs. For all NOTEARS-based models, we follow the original papers and use the augmented
Lagrangian method to solve the constrained optimization problem; see Appendix D.1 for further

7https://github.com/cmu-phil/causal-learn
8https://github.com/xunzheng/notears
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details. We adopt the same hyperparameters suggested in the original papers, since we do not aim
to report the best performance for all settings by carefully tuning these parameters. In particular,
the initial α and ρ are both set to 0. The other hyperparameters γ, hmin and ρmax are set to
0.25, 1× 10−8 and 1× 1016, respectively. The sparsity parameter λ1 for NOTEARS, NOTEARS-
ICA (NOTEARS-ICA-MCEM), NOTEARS-MLP (NOTEARS-MLP-MCEM) is set to 0.1, 0.1,
and 0.03, respectively. Moreover, NOTEARS-MLP (NOTEARS-MLP-MCEM) also applies a ℓ2
penalty to all the weights of the multilayer perceptrons, whose coefficient λ2 is set to 0.01.

• GOLEM9: Ng et al. [39] show that, when likelihood-based objective is used together with the soft
sparsity and DAG constraints, it is able to to recover the true structure under certain conditions. They
further proposed an algorithm, called GOLEM, to do so, which involves solving an unconstrained
optimization problem. The hyperparameters need for GOLEM is just (1) λ1 for the ℓ1 sparsity and
(2) λ2 for the DAG constraint penalty. Throughout all experiments, we set them to λ1 = 5× 10−2

and λ2 = 5 × 10−3, which are slightly larger than the original ones used by Ng et al. [39] and
found to be more effective when the sample size is small. In the NOTEARS-ICA-MCEM and
MOTEARS-MLP-MCEM, to construct q(Xm), we first use zero imputation to impute XO and
get X̂. For each observation Xi and j ∈ m, we calculate σ2

j from X̂. Then, a diag matrix is
constructed as Σ = diag(σ2

j : j ∈ m) to be a covariance matrix. Finally, q(Xm) is defined as a
multivariate Gaussian distribution with zero-mean and Σ as the covariance matrix.

• ICA-LiNGAM and Direct-LiNGAM10: ICA-LiNGAM [53] utilizes independent component
analysis to estimate the LiNGAM, while Direct-LiNGAM [54] recovers the causal order of the
variables by iteratively removing the effect of each variable from the data.

• Ghoshal: The algorithm described by Ghoshal and Honorio [20] first estimates the inverse covari-
ance matrix, and then iteratively identifies and removes a terminal node. The parent set and edge
weights are also estimated during the iterative procedure. We adopt our own implementation of the
algorithm because we did not manage to find a publicly available implementation. The original
algorithm employs the CLIME method [10] to estimate the inverse covariance matrix, while we
use the graphical Lasso method [14].

Note that the experiments for GOLEM are conducted on NVIDIA V100 GPU, while those for the
other methods are conducted on CPU instances.

C.2 Imputation methods

We use existing implementations for most imputation methods:

• MissForest imputation and KNNImputer11: The default hyperparameters are used.

• MICE imputation12: We set the hyperparameter n-imputations as 1.

• GAIN and optimal transport (OT) imputation13: GAIN is an adversarial learning framework
that consists of two generators, which are used to impute the missing entries and generate the
hint matrix, respectively, and of a discriminator that is used to distinguish between observed and
imputed entries. The hyperparameter α is set to 10 and the hint rate is set to 0.9. The learning rate
is taken as 1× 10−3 and there are a total of 10000 iterations for the adversarial learning procedure.
OT imputation leverages the optimal transport distances and integrate it into the loss functions to
achieve the imputation. In OT imputation, we set the learning rate and ϵ to 0.01, the number of
iterations to 500, and the scaling parameter in Sinkhorn iterations to 0.9.

• Mean and Gaussian-EM imputation: We adopt our own implementation of these two imputation
methods. Mean imputation fills the missing entries using the average of the observed values of the
corresponding variable. For Gaussian-EM imputation, the E-step is the same as our method, while
in the M-step, the estimated statistic T is directly return to the E-step without any further operation.
There is no extra hyperparameter used for these two method.

9https://github.com/ignavierng/golem
10https://github.com/cdt15/lingam
11https://github.com/epsilon-machine/missingpy
12https://github.com/scikit-learn/scikit-learn
13https://github.com/trentkyono/MIRACLE
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C.3 Missingness

According to the underlying reasons why the data are missing, the missing mechanisms are typically
classified into three categories. (1) MCAR. The missing mechanism is independent from all variables.
(2) MAR. The missing mechanism is systematically related to the observational variables but inde-
pendent from the missing variables. (3) MNAR. The missing mechanism is related to the missing
variables. We describe the procedure to generate the missing matrix Y, which is used to mask the
synthetic data X to simulate different types of missing data, i.e., MCAR, MAR, and MNAR with
missing rate rm.

• MCAR: Firstly, sampling a matrix Y′ from a Uniform([0, 1]), and set Yij = 0 if Y′
ij ≤ rm and

Yij = 1 otherwise. For the experiment in Appendix F.2 that compare against different missing
types, we specifically set 30% of the variables to be full-observational, i.e., without any missing
value, in order to ensure a relatively fair comparison with the MAR case.

• MAR: We set 30% of the variables to be fully-observed. Then, the missingness of the remaining
variables are generated according to a logistic model with random weights that are related to the
fully observed variables.

• MNAR: The self-masked missingness is taken as the MNAR mechanism. To ensure a relatively
fair comparison with the MAR case, 30% of the variables do not have any missing value. Then, the
remaining variables are masked according to a logistic model with random weights that are related
to the corresponding variables.

C.4 Hyperparameters of MissDAG

The proposed MissDAG framework is able to solve four types of ANMs, including LGM-EV, LGM-
NV, LiNGAM, and NL-ANM. For different models, different causal discovery or structure learning
methods are leveraged, each of which involves a different set of hyperparameters, described in
Appendix C.1. To ensure a fair comparison, we use the same set of hyperparameters for these
structure learning methods across different imputation methods, and our MissDAG framework. Our
framework involves an additional hyperparameter corresponding to the number of iterations for the
EM procedure, which we set to 10.

D Solving the optimization problem

D.1 Augmented Lagrangian method

Here, we rewrite the equality constrained optimization problem in the M-step (here, we equivalently
minimize the negative score function.) of MissDAG as follows:

argmin
θ

− S(θ) + λ PEN(θ),

subject to θG ∈ DAGs, ⇐⇒ h(θG) = Tr(exp(θG))− d = 0,

where exp(·) is the matrix exponential and Tr(·) calculates the matrix trace. In NOTEARS [74],
the above optimization problem is solved by leveraging the augmented Lagrangian method [4, 5]
to get an approximate solution. It is an iterative-based optimization method, which transforms the
optimization object into a series of unconstrained sub-problems. The t-th sub-problem involving the
augmented Lagrangian can be formulated as

argmin
θ

−S(θ) + λ PEN(θ) + αth(θG) +
ρt
2
|h(θG)|2,

where αt and ρt are the parameters updated by the iterative step, which represent the estimate of the
Lagrange Multiplier and the penalty parameter, respectively. The values of these two parameters
are gradually increased to make the final solution approximately meet the requirement of equality
constraint. Specifically, the iterative step follows the following update rules:

θt+1 = argmin
θ

−S(θ) + λ PEN(θ) + αth(θG) +
ρt
2
|h(θG)|2,

αt+1 = αt + ρth(θtG)

ρt+1 =

{
βρt if h(θt+1

G ) ≥ γh(θtG),

ρt otherwise,
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where β and γ are the hyperparameters. For NOTEARS-ICA and NOTEARS-MLP, we also use
the augmented Lagrangian method to solve the problem in which the only difference is the score
function.

D.2 Soft constraints

GOLEM [39] employs likelihood-based objective with soft sparsity and DAG constraints for structure
learning. However, in our setting of missing data, NOTEARS fits better into our MissDAG framework,
specifically in the M-step, as compared to GOLEM, as the former solves a constrained optimization
problem and is guaranteed to return DAGs. However, this does not lead to the conclusion that the
least squares loss used by NOTEARS is better than the likelihood-based objective used by GOLEM.
This is because the study by Ng et al. [39] shows that under certain conditions, likelihood-based
objective with the soft constraints introduced are able to to recover the true structure. In other words,
unlike NOTEARS, we do not have to enforce a hard acyclicity constraint, and the unconstrained
optimization problem will return a solution close to being a DAG in practice. The optimization
problem is as follows,

argmin
θM

−SGOLEM + λ1 PEN(θM) + λ2h(θG).

where λ1 and λ2 are the penalty coefficients. With the likelihood-based objective, GOLEM can also
be applied to the non-identifiable LGM-NV case to identify the Markov equivalence class of the
ground-truth DAG.

D.3 Thresholding

As suggested by Zheng [73], Ng et al. [39], the solutions produced by the methods described in
Appendices D.1 and D.2 usually contain a number of entries with a small magnitude; therefore,
thresholding is used to alleviate this problem. For these methods, we follow the original papers and
set the threshold to 0.3 to prune the learned adjacency matrix to get the final graph. To guarantee the
DAG output, an iterative deletion method is also taken, which cut off the edge with the minimum
magnitude until obtaining a DAG. Note that we only apply this post-processing step after the EM
procedure ends to obtain the final graph, but not during the EM procedure.

E Convergence analysis

The convergence of MissDAG is highly relied on the convergence properties of EM [67] and MCEM
framework [38]. Moreover, the convergence analysis of Bayesian network learning from incomplete
data has been well provided by Städler and Bühlmann [59], Friedman [16]. For completeness, we
provide similar conclusions in this section that meet the different cases in our framework.

To prove the convergence of MissDAG, a penalized EM-based iterative method, we can turn to prove
the establishment of p(Xo; θ

t+1) ≥ p(Xo; θ
t) or, equally, log p(Xo; θ

t+1) ≥ log p(Xo; θ
t). With

Bayes Rule, we have

log p(Xo; θ) = log p(Xo, Xm; θ)− log p(Xm|Xo; θ).

And then, we get the expectation over the missing variables given the observed variables and the
parameters θt on both sides of the equation to obtain

EXm|Xo;θt{log p(Xo; θ)} =EXm|Xo;θt{log p(Xo, Xm; θ)} − EXm|Xo;θt{log p(Xm|Xo; θ)}
⇒ log p(Xo; θ) =EXm|Xo;θt{log p(Xo, Xm; θ)} − EXm|Xo;θt{log p(Xm|Xo; θ)}.

The first term of the RHS with sparsity constraint corresponds to the term Q(θ, θt) in our paper.
Since θt+1 = argmaxθ Q(θ, θt), we have

Q(θt+1, θt) ≥ Q(θt, θt). (10)

Furthermore, to prove log p(Xo; θ
t+1) ≥ log p(Xo; θ

t), we also need

EXm|Xo;θt{logP (Xm|Xo; θ
t+1)} ≤ EXm|Xo;θt{logP (Xm|Xo; θ

t)},

19



or, equivalently,

EXm|Xo;θt

{
log

p(Xm|Xo; θ
t+1)

p(Xm|Xo; θt)

}
≤ 0.

This is straightforward to be proved since

EXm|Xo;θt

{
log

p(Xm|Xo; θ
t+1)

p(Xm|Xo; θt)

}
= −DKL

(
p(Xm|Xo; θ

t+1), p(Xm|Xo; θ
t)
)

≤ 0.

To ensure the increase of log-likelihood in each EM iteration, we need Eq. (10) to hold. Using
exact search methods, which can search the total parameter space, this can be guaranteed since
θt+1 = argmaxθ Q(θ, θt) can be guaranteed. Then, similar to the previous conclusions by Wu
[67], Städler and Bühlmann [59], Friedman [16], MissDAG can also reach the stationary points of
the overall optimization problem. However, if we use gradient-based methods (e.g., NOTEARS) to
solve the optimization, this inequality can not always hold since the DAG constraint is non-convex.
That is to say, we cannot guarantee to find better θt+1. Even though the convergence property does
not hold in this case, experimental results provided in our paper still demonstrate the effectiveness of
our MissDAG.
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F Supplementary experiments

F.1 More baselines
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Figure 6: Results of comparisons to more baseline methods.
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F.2 Different missing types
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Figure 7: Results on different missing mechanisms.
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F.3 Different numbers of samples
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Figure 8: Results on different number of samples.
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F.4 Different numbers of nodes
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Figure 9: Results on different numbder of nodes.

24



F.5 Scalability of different nodes
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Figure 10: Results on the scalability of different nodes (2d samples for d nodes).
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F.6 Different degrees
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Figure 11: Results on different degrees.
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F.7 Related to LiNGAM

F.7.1 Different noise types
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Figure 12: Results of LiNGAM on different noise types.

F.7.2 Different causal discovery methods (ICA-LiNGAM & Direct-LiNGAM)
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(a) ICA-LiNGAM.
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(b) Direct-LiNGAM.

Figure 13: Results of LiNGAM with different causal discovery baseline methods.
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F.8 Different non-linear types (NL-ANM)
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Figure 14: Results of NL-ANM on different non-linear functions.

G Running time

The running time of the proposed methods and the baselines are shown in Figure 10. We observe
that the proposed method has a longer running time when the number of variables is small, which
may not be surprising because, different from the other one-stage imputation methods, our proposed
method inherits the iterative optimization property of EM method, leading to a longer running time.
Nevertheless, as soon as the number of variables gets very large (i.e., more than 640 variables), our
method runs faster than the other strong baselines (i.e., Gaussian-EM and MissForest imputations)
since these methods also take much time for imputation. Moreover, the running time of the other
baselines appears to increase more quickly w.r.t. the number of variables as compared to our
proposed method. These observations indicate that our method appear to scale well, in addition to the
improvement of structure learning performance observed in the experiments.
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