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Motivation
• Semantic SLAM jointly estimates ego-motion and global maps, 

enabling high-level robotic tasks in complex environments.
• 3DGS is a novel representation beneficial for scene understanding. 

Main Challenges
• Storage demands and processing time increase significantly as the 

number of semantic classes grows.

Hier-SLAM framework
A) Semantic Representation:
• Semantics are inherently organized in a hierarchical structure.

e.g., wall	← plane	← structure	← background	← scene (see (b)).
• We propose a hierarchical representation that combines embeddings 
  from all levels:
• Embedding dimension = max number of nodes per level. 
• Significantly compacts the original semantic space (see (b), last row). 
• e.g., a 10-level binary tree can represent up to 2¹⁰ = 1024 classes. 

• Coarse-to-fine semantic understanding aligns with real-world observations — from distant to close-range views. (see (c)). 
• Semantic information is symbolically represented and learned in an end-to-end manner.

C) Hierarchical Inter-level and Cross-level loss: 
• Inter-level: CE loss at each hierarchy level.
• Cross-level: Refined MLP maps embeddings to original labels, 

followed by CE loss on original full classes.

D) Refine Semantic SLAM system: 
• 3DGS: Unifies forward and backward pipelines into a single module.
• An improved SLAM system supporting both RGB-D and monocular 

inputs using a 3D feed-forward model.
• Efficiency: Achieves 2× faster mapping and tracking speed.

B) Tree Generation with LLM and 3D Generative Models: 
• We adopt GPT-4 Turbo for its strong reasoning and language capabilities.
• The LLM automatically groups semantic classes layer by layer to form a 

hierarchical tree.
• A loop-based critic operation validates and refines each clustering step.

• We also use a text-to-3D Generative Model
• Semantic classes are clustered using geometric embeddings from the pre-

trained model.
• The LLM generates language captions for the clustering results.
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Code Coming 
Soon. 

Experiments
Results in Replica, ScanNet, TUM-RGBD datasets:
• Show superior or on-par performance in tracking, mapping, and semantic segmentation, with 2× operation speed-up.
• Scaling-up capability to handle more than 500 semantic classes.


