
Checklist492

1. For all authors...493

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s494

contributions and scope? [Yes]495

(b) Did you describe the limitations of your work? [Yes] Yes, the limitations are included496

in Section 5497

(c) Did you discuss any potential negative societal impacts of your work? [N/A] Our work498

most likely does not have any negative societal impact. We have discussed the general499

societal impact in Section 1500

(d) Have you read the ethics review guidelines and ensured that your paper conforms to501

them? [Yes]502

2. If you are including theoretical results...503

(a) Did you state the full set of assumptions of all theoretical results? [N/A]504

(b) Did you include complete proofs of all theoretical results? [N/A]505

3. If you ran experiments (e.g. for benchmarks)...506

(a) Did you include the code, data, and instructions needed to reproduce the main experi-507

mental results (either in the supplemental material or as a URL)? [Yes] We will include508

the links to the dataset in supplementary material.509

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they510

were chosen)? [Yes]511

(c) Did you report error bars (e.g., with respect to the random seed after running exper-512

iments multiple times)? [N/A] As we are not training any models random seeds are513

not used in this study. Furthermore repeating experiments with proprietary models is514

costly.515

(d) Did you include the total amount of compute and the type of resources used (e.g., type516

of GPUs, internal cluster, or cloud provider)? [Yes] The are provided in Section 4517

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...518

(a) If your work uses existing assets, did you cite the creators? [Yes] The only assets we519

use are open-source models which we have cited.520

(b) Did you mention the license of the assets? [Yes]521

(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]522

(d) Did you discuss whether and how consent was obtained from people whose data you’re523

using/curating? [Yes]524

(e) Did you discuss whether the data you are using/curating contains personally identifiable525

information or offensive content? [N/A] Our dataset does not contain any PIIs other526

than what is shown in the video and is publicly available.527

5. If you used crowdsourcing or conducted research with human subjects...528

(a) Did you include the full text of instructions given to participants and screenshots, if529

applicable? [Yes] See Appendix D. The instructions are available in the screen shots of530

the task HTML template we used.531

(b) Did you describe any potential participant risks, with links to Institutional Review Board532

(IRB) approvals, if applicable? [Yes] Yes, the study is approved as STUDY00020473.533

The approval document will be shared upon request.534

(c) Did you include the estimated hourly wage paid to participants and the total amount535

spent on participant compensation? [Yes] Yes, we calibrated the price per task in a way536

that workers could earn $15 per hour which is the minumum wage.537
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A Open Model Details538

• mPLUG-Owl [58] is one of the first to align both image and video modalities to large539

language model. This is achieved with the Qformer-based abstractor module [23] that sum-540

marizes long and dense visual information with learnable tokens, which are then combined541

text queries as input to the language model.542

• VideoChatGPT adapts LLaVA [29], an image-base visual instruction tuned model, to video543

understanding tasks by temporally pooling the sequence of frame embeddings to get the544

video-level features. These features are projected by linear layer as language embedding545

tokens and passed down to language model. The model is trained with 100,000 video-546

instruction pairs annotated by language models.547

• Unlike the above work that does not integerate audio, VideoLLAMA [60] integrates two548

QFormers, one for video and audio branch, and aligns the output of both visual & audio549

encoders with LLM’s embedding space.550

• VideoLaVIT [17] efficiently captures the dense sequence of video by representing each551

video as keyframes and temporal motions. Specifically, the spatiotemporal motion encoder552

captures the time-varying contextual information contained in extracted motion vectors,553

thereby significantly enhancing LLMs’ ability to comprehend the intricate actions in video.554

The key frame and motion tokens are then adapted to the LLMs.555

• VideoChat2 [25] progressively trains the visual encoder and Qformer to LLMS, with the556

comprehensive instruction tuning dataset. Unlike prior work, the work adds multiple set of557

instruction tuning dataset curated from public dataset and newly instructions generated by558

ChatGPT, leading to huge boost in performance across diverse downstream task.559

• LLaVA-Next-Video [62] efficiently adapts LLaVA [29] to efficiently pass in long sequence560

of videos with high resolution with their AnyRes algorithm. It also introduces DPO [38, 61]561

variant of the model trained by the preference data generated by LLM, where videos are562

represented with their detailed captions as supporting evidence.563

Table 2: Architecture details of open source models and question prompts used in the input text.

Model LLM Visual Encoder Image Size Question Prompt
mPLUG-Owl [58] LLAMA-7B [48] CLIP ViT-L/14 [36] 224 Only give the best option.
VideoChatGPT [31] Vicuna-7B-v1.1 [4] CLIP ViT-L/14 [36] 224 Answer with the option’s letter from the given choices directly.

VideoLLaMA [60] LLAMA2-7B [49] EVA ViT-G/14 [45] 224 Only give the best option.
Video-LaVIT [17] LLAMA2-7B [49] EVA ViT-G/14 [45] 224 Only give the best option.
VideoChat2 [25] Vicuna-7B-v0 [4] UMT-L [24] 224 Only give the best option.

LLaVA-Next-Video [62] Vicuna-7B-v1.5 [4] CLIP ViT-L/14-336 [36] 336 Answer with the option’s letter from the given choices directly.

Table 2 further includes the architecture details and the input question prompt used for the open564

models during evaluation. We use the following system prompt for all the models: “Carefully watch565

the video and pay attention to the cause and sequence of events, the detail and movement of objects,566

and the action and pose of persons. Based on your observations, select the best option that accurately567

addresses the question." The input question and multiple choice options are formulated as “Question:568

{question} Options: {choices}", and the output response is parsed to acquire the correct letter569

choice.570
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B Prompts571

Figure 6: GPT4 Prompt used for finding initial actions in different sports.

Figure 7: GPT4 Prompt used expanding the action list.
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Figure 8: GPT4 Prompt used for shrinking the list and removing non-physical actions.

C Jail-breaking Multi-modal Gemini572

When investigating Gemini models on the Vertex AI web app, we noticed that it might leak some573

information about how Gemini processes multi-modal inputs:574

1. Figure 12 shows a screenshot of Google’s Vertex web app. When feeding an image the token575

count is always 258, regardless of resolution. Therefore, if the number of tokens shown is576

accurate (which might not be) this could imply all images are resized to a certain size before577

feeding to the model. One hypothesis could be that there are 16⇥ 16 patches that are fed to578

the model with two indicator tokens such as "<IMAGE>" and "</IMAGE>".579

2. With videos, we noticed that the only factor that seemed to matter in token count was580

the video length in time. If a video had N frames, the token count shown was always581

bN/FPSc ⇥ 265. Therefore, according to the web app, each still image takes 258 tokens582

and each video frame takes 265 tokens. Those extra tokens in videos might be the timestamp583

tokens accompanying each frame.584

3. Another unusual observation was that when we uploaded a video with fewer frames than the585

FPS, the token count shown is zero. Yet, the model still processes and describes what’s in586

the video somewhat correctly. This could potentially indicate that the web app calculates587

number of tokens offline using a predetermined formula without counting the actual tokens588

that are fed to the model.589

4. One potential implication of the above observations is that the video model always sample590

one frame per second when processing videos. We investigated further and were able to591

recover the exact frames that model samples from videos. If the frame rate of the video is592

N , then Gemini samples middle frame from each second. Therefore the indices of sampled593

frame numbers will be N/2, N/2 +N , N/2 + 2N , N/2 + 3N and so forth.594

5. The way to test the above claim is to inject some random images inside a regular video at595

those positions. When you feed such inputs to the model and ask the model to describe it596

with a prompt such as "Exactly describe what’s happening in this video. Don’t leave out597

any details" the model only describes still images and nothing about the video; or outputs a598

response such as "“The provided video is a still image and does not contain any video or599

movement to describe". We could reproduce this behavior every time we fed the input.600

6. Even if the video is an unsafe content (e.g. NSFW), by changing those specific frames, the601

model describes only those injected images. However, if one the frames at those positions is602

changed to an unsafe image the model does not output anything.603
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Figure 9: GPT4 Prompt used for writing questions about the video segments.

D Mechanical Turk HITs604

Figures 14 and 15 shows the templates and the instructions used for verification and localization of605

actions with the help of crowd-workers on Amazon Mehcanical Turk. For both tasks we calibrated606

the price per hit so that the workers could earn $15 per hour which is the minimum wage.607
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Figure 10: GPT4 Prompt used for writing hard negatives for an action.

Figure 11: Final prompt used to evaluate proprietary models.

Figure 12: Screenshot of Google’s Vertex AI web app.

E Link to Dataset608

Google Drive The link to the main dataset jsonl file: https://drive.google.com/file/d/609

1TtJ2hu6etf8js7RzWaRGBWiTSKDLSTRP/view?usp=sharing610

The metadata file containing information about the keys of each object in the jsonl file: https://611

drive.google.com/file/d/1zONJO-Xdhp9A23U-7gm9vZaXNZQs3p4R/view?usp=sharing612
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Note: The data is in JSONL format, which is a widely recognized format. The metadata corresponding613

to our dataset is simple and only contains description of the keys of objects. Because of simplicity of614

the data, we chose not to use tools such as ML Croissant to create the data and metadata files. We615

will host the data on Huggingface and our GitHub repository.616

F Dataset Statistics617

Number of actions: 284618

Number of videos: 557619

Number of sports: 43620

Average length of videos: 5.55 seconds621

Average frame rate of videos: 32.7 FPS622

Distribution of actions per sport:

Figure 13: Distribution of actions across sports.
623

G Datasheet624

G.1 Motivation625

• For what purpose was the dataset created? The main purpose of creating626

ActionAtlas was to evaluate state-of-the-art VLMs on identifying fine-grained actions627

that are not easily recognizable by a single frame. Correctly recognizing such actions628

necessitates the following capabilities which we believe were missing in previous video629

datasets, especially action recognition datasets: 1. High frame sample rate to catch fine630

motions in the action. 2. Correctly tracking the action actor in both time and space across631

the frames.632

• Who created the dataset (e.g., which team, research group) and on behalf of which633

entity (e.g., company, institution, organization)? The dataset is created by RAIVN lab at634

the University of Washington.635

• Who funded the creation of the dataset? The project was funded by Microsoft Accelerate636

Foundation Models Research program, University of Washington, and Allen Institute for637

Artificiall Intelligence.638

G.2 Composition639

• What do the instances that comprise the dataset represent (e.g., documents, photos,640

people, countries)? Each instance represents a fine-grained action in some sports which641

consists of a video, a question, and five multiple choice options from which only one is642

correct.643
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• How many instances are there in total (of each type, if appropriate)? There are 557644

video-MCQ pairs in the dataset.645

• Does the dataset contain all possible instances or is it a sample (not necessarily random)646

of instances from a larger set? No, the dataset is not a sample of a larger datset.647

• What data does each instance consist of? Each instance consists of a video, a question,648

five multiple choice options, and a ground truth answer which is the option number of the649

ground truth action.650

• Is there a label or target associated with each instance? Yes, the label for each instance651

is the correct choice for the question.652

• Is any information missing from individual instances? No.653

• Are relationships between individual instances made explicit (e.g., users’ movie ratings,654

social network links)? No, the videos are sourced from different authors and creators on655

YouTube.656

• Are there recommended data splits (e.g., training, development/validation, testing)?657

The dataset only consists of a test set.658

• Are there any errors, sources of noise, or redundancies in the dataset? We employed659

extensive filtering mechanisms including automatic and AI tools and filtering by crowd-660

workers and authors to eliminate any potential errors and noise in the data. Some videos in661

the dataset might be different segments from the same original YouTube video.662

• Is the dataset self-contained, or does it link to or otherwise rely on external resources663

(e.g., websites, tweets, other datasets)? Yes, the data is self-contained.664

• Does the dataset contain data that might be considered confidential (e.g., data that is665

protected by legal privilege or by doctor–patient confidentiality, data that includes the666

content of individuals’ non-public communications)? No.667

• Does the dataset contain data that, if viewed directly, might be offensive, insulting,668

threatening, or might otherwise cause anxiety? No, all the videos are segments of already669

available and public YouTube videos and they are already filtered by YouTube to remove670

harmful content.671

• Does the dataset identify any subpopulations (e.g., by age, gender)? No.672

• Is it possible to identify individuals (i.e., one or more natural persons), either directly673

or indirectly (i.e., in combination with other data) from the dataset? As the videos are674

sport videos sourced from YouTube, there is a possibility of recognizing famous athletes in675

the videos. However, when writing questions, we did not use the name of individuals in the676

videos; instead, we refer to them by general attributes, such as color or number of the jersey.677

For more details refer to Section 3 of the paper.678

• Does the dataset contain data that might be considered sensitive in any way (e.g.,679

data that reveals race or ethnic origins, sexual orientations, religious beliefs, political680

opinions or union memberships, or locations; financial or health data; biometric or681

genetic data; forms of government identification, such as social security numbers;682

criminal history)? No.683

G.3 Collection Process684

• How was the data associated with each instance acquired? The data was sourced from685

YouTube.686

• What mechanisms or procedures were used to collect the data (e.g., hardware appa-687

ratuses or sensors, manual human curation, software programs, software APIs)? We688

used softwares such as Elasticsearch, GPT4, Whisper, Amazon Mechanical Turk to collect689

the data.690
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• Who was involved in the data collection process (e.g., students, crowd-workers, con-691

tractors) and how were they compensated (e.g., how much were crowd-workers paid)?692

The student authors and crows-workers. We adjusted the price per task so that the workers693

could make $15 per hour as the minumum wage.694

• Over what timeframe was the data collected? The data was collected mainly between695

January 2024 and June 2024.696

• Were any ethical review processes conducted (e.g., by an institutional review board)?697

Yes, we got IRB approval for crowd-sourcing on Amazon Mechanical Turk from University698

of Washington.699

• Did you collect the data from the individuals in question directly, or obtain it via third700

parties or other sources (e.g., websites)? We requested crowd-workers to write questions701

about the given videos and we do not collect any personal data from them.702

• Has an analysis of the potential impact of the dataset and its use on data subjects (e.g.,703

a data protection impact analysis) been conducted? The dataset is unlikely to affect the704

crowd-workers. Moreover, for the individuals featured in the videos, we refrained from705

using any personally identifiable information (PII) like names in the questions. Instead, we706

referred to them using general attributes such as jersey numbers and clothing colors.707

G.4 Preprocessing/cleaning/labeling708

• Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucket-709

ing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances,710

processing of missing values)? We did many rounds of filtering and cleaning which are711

discussed in Section 3 of the paper to make sure the data is of high quality. The final videos712

used in the dataset are raw mp4 videos.713

• Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g.,714

to support unanticipated future uses)? The raw videos are available on YouTube as an715

external source.716

• Is the software that was used to preprocess/clean/label the data available? Yes. For a717

thorough description of software used refer to section 3 of the paper.718

G.5 Uses719

• Has the dataset been used for any tasks already? No.720

• Is there a repository that links to any or all papers or systems that use the dataset? No.721

• What (other) tasks could the dataset be used for? The dataset could be used for video722

tasks such as Video Understanding, Video Question Answering, and Video Compression.723

• Is there anything about the composition of the dataset or the way it was collected and724

preprocessed/cleaned/labeled that might impact future uses? No.725

• Are there tasks for which the dataset should not be used? No.726

G.6 Distribution727

• Will the dataset be distributed to third parties outside of the entity (e.g., company,728

institution, organization) on behalf of which the dataset was created? No.729

• How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? On the730

dataset’s website, Huggingface datasets, and Github.731

• When will the dataset be distributed? We plan to release the dataset publicly by the end732

of June 2024.733

• Will the dataset be distributed under a copyright or other intellectual property (IP)734

license, and/or under applicable terms of use (ToU)? The current version of the dataset is735

licensed under Creative Commons Attribution 4.0.736
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• Have any third parties imposed IP-based or other restrictions on the data associated737

with the instances? No.738

• Do any export controls or other regulatory restrictions apply to the dataset or to739

individual instances? No.740

G.7 Maintenance741

• Who will be supporting/hosting/maintaining the dataset? The dataset will be hosted on742

our website, GitHub repository, Huggingface, and Google drive.743

• How can the owner/curator/manager of the dataset be contacted (e.g., email address)?744

Email address.745

• Is there an erratum? No.746

• Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete747

instances)? Yes, we plan to update the data for any potential errors that will be discovered748

in the future.749

• If the dataset relates to people, are there applicable limits on the retention of the data750

associated with the instances (e.g., were the individuals in question told that their data751

would be retained for a fixed period of time and then deleted)? No.752

• Will older versions of the dataset continue to be supported/hosted/maintained? Most753

likely yes.754

• If others want to extend/augment/build on/contribute to the dataset, is there a mecha-755

nism for them to do so? Yes, we plan to implement such mechanisms on the website of our756

dataset.757

H License758

The current version of the dataset is licensed under Creative Commons Attribution 4.0.759

I Author Statement760

The authors bear all responsibility in case of violation of rights and confirmation of the data license.761
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Figure 14: Template used for Verifying presence of actions by crowd-workers.
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Figure 15: Template used for localizing actions in 30 second segments.
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