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A RELATIONS WITH CONTRASTIVE
LEARNING

As discussed before in Sec. 3.3 of the main paper, the optimized
function in SeVa has strong relations with visual contrastive learn-
ing. In this section, we will derive a more general form of DPO loss
that can be easily adapted to our SeVa pipeline. We first rewrite the
InfoNCE loss here for clarity:

Lin = − log
exp (𝑞 · 𝑘+/𝜏)

exp (𝑞 · 𝑘+/𝜏) +
∑𝑛
𝑖 exp (𝑞 · 𝑘𝑖−/𝜏)

, (14)

Inspired by Eq. 14 that multiple negative terms are involved, we
can reformulate the preference distribution in Eq. 3 (in the main
paper) as:

𝑝∗multi = 𝑝∗ (𝑦𝑐 ≻ 𝒀𝒓 |𝑥) (15)

=
exp (𝑟∗ (𝑥,𝑦𝑐 ))

exp (𝑟∗ (𝑥,𝑦𝑐 )) +
∑

𝑦𝑟 ∈𝒀𝒓
exp (𝑟∗ (𝑥,𝑦𝑟 ))

, (16)

where one positive preference data is paired with multiple rejected
samples that are represented by a union 𝒀𝒓 . In this case, the prefer-
ence database changes to:

Dmulti = {𝑥 ( 𝑗 ) , 𝑦 ( 𝑗 )𝑐 , 𝒀𝒓
( 𝑗 ) }𝑁𝑑

𝑗=1 . (17)

Note that in SeVa pipeline, this new preference database in Eq. 17
can be easily constructed (e.g., we can do data augmentation sam-
pling across range of available ones to obtain more negatives for
𝒀𝒄 ). Now, by considering the closed form in of the reward function
in Eq. 6 of the main paper and utilizing samples in Eq. 17 (to do
maximum likelihood estimation), we derive a more general form of
DPO as:

Lmulti
dpo = −EDmulti

[
log𝜎

(
𝛽 log

𝜋𝜃 ′ (𝑦𝑐 |𝑥)
𝜋ref (𝑦𝑐 |𝑥)

−
∑︁

𝑦𝑟 ∈𝒀𝒓

𝛽 log
𝜋𝜃 ′ (𝑦𝑟 |𝑥)
𝜋ref (𝑦𝑟 |𝑥)

ª®¬
 , (18)

and optimize it using pseudo-constructed database by our SeVa
pipeline. At present, this generalized form is out of the scope of this
paper. We will leave this as future work to explore more potentials
of our SeVa.

B DATA CONSTRUCTION DETAILS
In Sec. 4.1 of the main paper, we have discussed the data construc-
tion process. Here, we want to emphasize the counting of our data
instance. Note that for clarity in all our experiment, we choose the
num of the unfiltered preference sample as the DPO instances we
used. But please note that the actual preference data sent to DPO
are much less than that. One is the SeVa’s filtering mechanism as
discussed before (the filtering process in main paper’s Alg. 1 almost
cuts down the instance num by half). The other is the data count-
ing difference between LLaVA and SeVa: an instance of multi-turn

dialogue will contribute to about 2 raw image-question pairs in our
SeVa. As such, the data used in SeVa can be far less counted if we
‘regard’ this 2 image-question pairs as only one data instance that
is sourced from a multi-dialogue.

C MORE VISUALIZATIONS
C.1 Data augmentations samples
In Fig. 9, we visualize the data augmentation samples to show how
the negatives responses are obtained. We choose original image,
random-flip (‘RandFlip’), random-resized-crop (‘RRCrop’), moco
augmentations and diffusion noise for better visualizations. We
highlight those incorrect or incomplete answers with red color.

C.2 GPT-4 prompt template
Please refer to Fig. 8 for the GPT-4 prompt template we adopted to
evaluate the consistency score in Table 5 of the main paper.

C.3 More examples of SeVa
Please refer to Fig. 10-11. In Fig. 10, we showcase more examples
of SeVa-13B to illustrate its multi-modal comprehension ability,
including complex reasoning about a wedding, chain-of-thought
power tomake a drink and the capability to read scientific figures. In
Fig. 11, we compare SeVa-13B with more VLMs, namely LLaVA-1.5-
13B and Qwen-VL-chat. We found our model demonstrate a detailed
and faithful answers, which is on par with (or even better than)
Qwen-VL-chat that possibly requires more training data source and
larger model capacity.
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You are an AI asistant to help me identify the consistency of two set of answers generated by 2 Vision-Language models with different 

weights. The answers are generated according to the input image (invisible in your system), and an asked question (the 'prompt' dict in 

each question answer pair). The input to you are shown in the following format:

[task-specific input to the GPT]

# Illustrations for input-specific information 

The "prompt" value in the dict are the same questions asked to the two models (as mentioned before), while the 'text' value in each dict 

are the answers to Model1 and Model2, respectively. Now please help me evaluate two metrics, called "Question consistency of 

model1", ""Question consistency of model1"" and "consistency between model1 and model2" with an integer score from 1 to 10 (1 is

the least consistency, and the 10 is the most consistent). Note that DO NOT writing any code to evaluate, but only evaluate your own, 

that is in your own system!

# Illustrations for output-specific information

Here is the meaning of the three metrics

“A1, Question consistency of model1": the answered information ("text") of the model1 with regard to the asked questions ("prompt"). 

“A2, Question consistency of model2": the answered information ("text") of the model2 with regard to the asked questions ("prompt"). 

“A3, consistency between model1 and model2": The consistency of model2's answer compared with model1's answer. If the model2 

outputs very different answers from model1, you should give this metric a relatively low score, and vise verse.

You should evaluate the consistency between the following 3 aspects:

1. wording: is the words used in the sentence consistency of not (score from 1-10, with 1 the least)

2. sentiment: is the sentiment conveyed consistent? (score from 1-10, with 1 the least)

3. content: is the overall content of facts consistent? (score from 1-10, with 1 the least)

Now I will show you one paired input, please output the metrics as follows

# Requirements for output format

You need to figure out the [score] in the [OUTPUT] format. Also, print the SIMPLIFIED FORMAT as follows, and fill the correct 

number in the corresponding metrics.

# Output examples

OUTPUT: [evaluation-specific output format]

SIMPLIFIED FORMAT:

A1,[wording],[content],[sentiment],[overall]

A2,[wording],[content],[sentiment],[overall]

A3,[wording],[content],[sentiment],[overall]

The INPUT Prompt is:

Prompt [Show your input to GPT for evaluation of consistency score]

ChatGPT for Consistency Evaluation

Figure 8: Prompt template to evaluate the consistency score. The numerical results are shown in Table 4 of the main paper.
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Q1: Who is the author of this book?
Q2: What type of book is this?

RandFlip

RRCrop

MOCO-Aug

Diffusion-Noise

Original Image

A1:   Matthew Houde 
A2: This is a travel book, specifically a guidebook, that provides 
information and recommendations for travelers visiting Costa Rica.

A1: Hans-Martin Muller
A2: This is a travel book, specifically a guidebook, that provides 
information and recommendation for travelers visiting Costa Rica.

A1: Linda K. Watts
A2: This is a travel book.

A1: Matthew Houde
A2: This is a book about Costa Rica.

A1: Matthew House
A2: This is a travel book, specifically focused on Costa Rica.

Q1: Who is the author of this book?
Q2: What type of book is this?

Q1: Who is the author of this book?
Q2: What type of book is this?

Q1: Who is the author of this book?
Q2: What type of book is this?

Q1: Who is the author of this book?
Q2: What type of book is this?

(a) data augmentations of OCRVQA [1] images

Q1: Provide a one-sentence caption for the provided 
image.\nReference OCR token: 10

RandFlip

RRCrop

MOCO-Aug

Diffusion-Noise

Original Image

A1: A laptop and monitor on a desk with a picture of a soccer player 
with the number 10 on his shirt.</s>

A1: A computer monitor with a picture of a soccer player on it and 
the number 10 on the screen.

A1: A laptop and monitor with a soccer game on the screen.

A1: A laptop is sitting on a table next to a monitor that has a 
picture of a soccer player on it.

A1: A laptop and monitor on a desk with a 10 on the monitor.

Q1: Provide a one-sentence caption for the provided 
image.\nReference OCR token: 10

Q1: Provide a one-sentence caption for the provided 
image.\nReference OCR token: 10

Q1: Provide a one-sentence caption for the provided 
image.\nReference OCR token: 10

Q1: Provide a one-sentence caption for the provided 
image.\nReference OCR token: 10

(b) data augmentations of TextVQA [2] images

Figure 9: Visualizations of the distorted images and their model answers. In-complete or in-correct tokens are highlighted with
red colors.
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SeVa-13B: 
The man and woman in white are close to each other because they are a bride and groom celebrating their wedding. In the image, 
the man is holding a glass of champagne and toasting, while the woman is also holding a glass of champagne and drinking. This 
scene represents a joyful moment during their wedding reception, where the couple is sharing a toast and enjoying each other's 
company. The close proximity of the couple symbolizes their unity, love, and commitment to each other as they embark on their 
new journey as husband and wife.

Q: Why are the man and woman in white so close 
to each other? Answer it and give the rationale.

SeVa-13B:
To make this refreshing citrus drink with grapefruit balls and a sprig of mint, follow these steps:

1. Gather ingredients:
- Fresh grapefruit: peel and segment the grapefruit to remove the bitter pith and membranes. You can use a grapefruit zester or a 
sharp knife to do this.
- Fresh orange: peel the orange to remove the outer layer and segment it to remove the seeds and pith.
- Lime: peel the lime and remove seeds.
- Mint leaves: fresh or dried, for garnish
- Simple syrup (optional): you can make your own or use store-bought
- Ice
- Glass: a clear glass or a glass with a stem, preferably with a base wide enough to hold the grapefruit balls
- Toothpick or skewer

2. Prepare the grapefruit balls:
- Combine the grapefruit segments, simple syrup (if using), and a squeeze of lime juice in a bowl. 
- Mix well and refrigerate for at least 30 minutes to allow the flavors to meld.
- Form the grapefruit segments into balls using your hands or a small cookie scoop.

3. Assemble the drink:
- Fill the glass with ice.
- Add a few grapefruit balls to the glass.
- Garnish the drink with a sprig of mint and a toothpick or skewer to hold it in place.
- Pour the prepared grapefruit juice over the ice and grapefruit balls.
- Squeeze a wedge of lime over the drink and drop it in to release the juice.
- Stir gently and serve immediately.

This citrus drink is perfect for warm weather or as a refreshing treat during any time of the year. Enjoy!

Q: How to make this?

SeVa-13B:
The year with the highest growth rate of median house price is 2000, as indicated by the blue line on the chart. This 
suggests that during that time, there was a significant increase in the median house price, which could be attributed 
to various factors such as economic growth, low-interest rates, and increased demand for housing.

Q: Which year has the highest growth rate of median house price? 

Figure 10: Visualizations of complex visual question answering with our SeVa-13B models.
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SeVa-13B: 
With the variety of food items in the refrigerator, you can prepare a range of meals and snacks. Some ideas include:

1. Fruit salad: Combine the strawberries and blueberries to create a refreshing fruit salad. You can also add other fruits like apples, oranges, or 
grapes for added variety.

2. Yogurt parfait: Use the yogurt as a base for a delicious yogurt parfait. Layer the yogurt with granola, fresh fruit, and nuts for a nutritious and 
satisfying breakfast or snack.

3. Carrot sticks with dip: Slice the carrots into sticks and serve them with a healthy dip, such as hummus, guacamole, or a yogurt-based dip.

4. Smoothie: Blend the yogurt, fruit, and any additional ingredients like nuts, seeds, or protein powder to create a nutritious and delicious 
smoothie.

5. Milk-based dessert: Use the milk to make a creamy dessert, such as a milkshake, pudding, or custard. You can also mix it with fruit or yogurt to 
create a refreshing dessert.

6. Oatmeal: Use the milk as a base for oatmeal, and add fruits, nuts, and other toppings for a hearty and filling breakfast.

These are just a few examples of the meals and snacks you can create using the food items in the refrigerator. With a little creativity and 
experimentation, you can come up with many more delicious and nutritious dishes.

Q: What are the meals that I can cook with these?

Qwen-VL-Chat: 
Based on the ingredients visible in the image, you could prepare a variety of meals. Here are some ideas:

Yogurt Parfait: Layer Greek yogurt, fresh berries (strawberries and blueberries), and granola or honey for a healthy breakfast or snack.
Smoothie Bowl: Blend frozen mixed berries, banana, and almond milk to make a smoothie base. Top it with fresh fruit, yogurt, and granola for a 
nutritious breakfast or snack.
Carrot Salad: Mix shredded carrots with raisins, chopped apples, and a simple dressing made from olive oil, lemon juice, and honey. Serve as a 
side dish or light lunch.
Fruit Salad: Combine strawberries, blueberries, and other fruits like bananas, grapes, or pineapple for a refreshing dessert or snack.
Yogurt Dip: Mix Greek yogurt with garlic, lemon juice, and herbs like dill or parsley. Serve with carrot sticks or other vegetables for a healthy 
appetizer or snack.
Remember to store your ingredients properly to maintain their freshness and quality.

LLaVA-1.5-13B: With the ingredients available in the refrigerator, you can prepare a variety of meals. The refrigerator contains several carrots,
which can be used as a healthy snack or incorporated into dishes like salads, stir-fries, or soups. The milk can be used to make smoothies,
pancakes, or creamy sauces for pasta dishes. The yogurt can be used as a base for dips, dressings, or as a topping for oatmeal or granola. The
strawberries can be eaten on their own or used as a topping for desserts or fruit salads. The eggs can be used to make omelettes, frittatas, or
scrambled eggs. The juice can be consumed as a refreshing beverage or used as an ingredient in recipes like marinades or glazes. The bread can
be used to make sandwiches, toast, or as a base for various savory or sweet dishes. The butter can be used for cooking or baking, and the cream
can be used in desserts or sauces. The strawberries and cream can be combined to make a delicious fruit salad or dessert. Overall, the
refrigerator offers a diverse range of ingredients that can be used to create a variety of healthy and delicious meals.

Figure 11: Comparison of our SeVa-13B with other VLMs (LLaVA-1.5, Qwen-VL-Chat).
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