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Abstract

The Information Bottleneck (IB) principle has recently attracted great attention to1

explaining Deep Neural Networks (DNNs), and the key is to accurately estimate the2

mutual information between a hidden layer and dataset. However, some unsettled3

limitations weaken the validity of the IB explanation for DNNs. To address these4

limitations and fully explain deep learning in an information theoretic fashion, we5

propose a probabilistic representation for deep learning that allows the framework6

to estimate the mutual information, more accurately than existing non-parametric7

models, and also quantify how the components of a hidden layer affect the mutual8

information. Leveraging the probabilistic representation, we take into account the9

back-propagation training and derive two novel Markov chains to characterize the10

information flow in DNNs. We show that different hidden layers achieve different11

IB trade-offs depending on the architecture and the position of the layers in DNNs,12

whereas a DNN satisfies the IB principle no matter the architecture of the DNN.13

1 Introduction14

Deep learning [21] has already achieved great success in numerous applications. Deep Neural15

Networks (DNNs), however, are still commonly viewed as ‘black boxes’ [32]. Considerable efforts16

have been devoted to explaining the internal mechanism of DNNs from various perspectives, such as17

mathematics [5, 14], statistics [16, 23, 28], computer vision [43, 25], etc. Recently, the Information18

Bottleneck (IB) principle has attracted attention in opening the ‘black boxes’ of DNNs [35, 38].19

Given a joint distribution P (X,Y ), the IB principle posits a random variable T = f(X) obeying the20

Markov chain Y → X → T and optimizes T by the IB Lagrangian [37, 36]21

min
P (T |X)

I(X;T )− βI(Y ;T ), (1)

where f(·) is an arbitrary function, I(·; ·) denotes mutual information, and the Lagrange multiplier22

β > 0 controls the IB trade-off between compressing the input X and preserving the information23

of the label Y . In the seminal work [35], Tishby et al. manifest the IB trade-off in every layer of24

DNNs = {x; t1; · · · ; tI ; ŷ} via studying I(X;Ti) and I(Y ;Ti), where Ti is the random variable of25

the ith hidden layer ti. Especially, the authors ascribe DNN generalization to the compression [34].26

In the context of deterministic DNNs, recent works reveal some limitations of the IB principle for27

explaining DNNs. Amjad et al. argue that the IB principle becomes an ill-posed optimization problem28

due to I(X;Ti) =∞ [1], and Kolchinsky et al. demonstrate that not every layer of DNNs satisfies a29

strict IB trade-off, i.e., different layers only differ in I(X;Ti) but I(Y ;Ti) keeps consistent in all30

layers [17]. In addition, Saxe et al. experimentally show that the compression does not occur in31

DNNs with non-saturating activation functions, e.g., the popular ReLU function [33], and Goldfeld32

et al. doubt the causality between the generalization of DNNs and the compression [11, 7]. These33

unsettled limitations greatly weakens the validity of the IB explanations for DNNs.34
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The key to examining the IB principle in DNNs is the accurate estimation of the mutual information.35

However, regarding DNNs as deterministic models hinders us from specifying the random variable36

Ti and the distribution P (Ti), thus it is difficult to accurately estimate I(X;Ti) and I(Y ;Ti). More37

specifically, in the absence of a clear definition of Ti, simply assuming the activations of ti as the i.i.d.38

samples of Ti induces Ti being a continuous random variable and I(X;Ti) = ∞ in deterministic39

DNNs (see Appendix C in [33]). The complicated architecture of DNNs makes it challenging to40

specify P (Ti). Therefore, most previous works have to indirectly estimate P (Ti) via non-parametric41

models [40], such as the empirical distribution [35], Kernel Density Estimation (KDE) [33], and42

Gaussian convolution [11]. However, we experimentally confirm that classical non-parametric models43

derives poor mutual information estimation [29, 26] in DNNs, and one reason is because activations44

do not satisfy the i.i.d. prerequisite of non-parametric models (see Appendix G). In summary, the45

limitations mainly stem from the lack of an explicit probabilistic representation for deep learning.46

The IB principle only formulates the information flow in DNNs = {x, t1, · · · , tI , ŷ} after training,47

and the corresponding Markov chain (see Fig. 1 in [35])48

Y → X → T1 · · · → TI → Ŷ (2)

indicates that the information of Y transfers to Ti in the forward direction and Ti receives the49

information of Y only via X . However, training DNNs by the back-propagation [30] implies that the50

information of Y transfers to Ti in the backward direction during training and retains information51

in Ti after training. Notably, Zhang et al. show that a DNN can fit labels well even using Gaussian52

noise as input to train the DNN [44], which implies that Ti can directly receive the information of Y .53

Hence, the IB principle does not comprehensively characterize the information flow in DNNs.54

To address the above limitations and comprehensively explain DNNs in an information theoretic55

fashion, we introduce the probability space (ΩTi
,F , PTi

) [6] for the ith hidden layer ti in DNNs.56

Compared to previous works, the probability space (ΩTi
,F , PTi

) enables us to: (i) accurately estimate57

I(X;Ti) and I(Y ;Ti) via specifying Ti and P (Ti), and (ii) quantify the effect of the architecture of58

ti and the back-propagation on I(X;Ti) and I(Y ;Ti) via explicitly modeling all the ingredients of ti,59

such as the activation function and the weights in a probabilistic way. To the best of our knowledge,60

this is the first time the probability space of a hidden layer in DNNs is as defined.61

Leveraging (ΩTi
,F , PTi

), we derive information theoretic explanations for DNNs as follows:62

• Two Markov chains1 characterize the information flow in DNNs = {x, t1, · · · , tI , ŷ}63

X̄ →T1 → · · · → TI → Ŷ

T1 ← · · · ← TI ← Ŷ ← Y.
(3)

• Different hidden layers manifest different IB trade-offs depending on the architecture and64

the position of hidden layers in DNNs.65

• A DNN satisfies the IB principle no matter the architecture of the DNN.66

Preliminaries. P (X,Y ) = P (X)P (Y |X) is an unknown joint distribution between X and Y . A67

dataset D = {(xj , yj)|xj ∈ RM , yj ∈ Z}Jj=1 consists of J i.i.d. samples generated from P (X,Y )68

with finite L labels, i.e., yj ∈ {1, · · · , L}. In the context of supervised learning, we focus on69

feedfworad fully connected DNNs = {x, t1, · · · , tI , ŷ}, i.e., Multi-Layer Perceptions (MLPs) [8]70

for the image classification task. Without loss of generality, we use the MLP = {x, t1, t2, ŷ} with71

the cross-entropy loss `CE for most theoretical derivations. In addition, H(·) denotes entropy.72

In the MLP, t1 and t2 have N and K neurons, respectively, and t1 = {t1n = σ1[〈ω(1)
n ,x〉]}Nn=1,73

where 〈ω(1)
n ,x〉 =

∑M
m=1 ω

(1)
mn · xm + b1n is the nth dot-product given the weight ω(1)

mn and the bias74

b1n, and σ1(·) denotes an activation function, e.g., ReLU. Similarly, t2 = {t2k = σ2[〈ω(2)
k , t1〉]}Kk=1,75

where 〈ω(2)
k , t1〉 =

∑N
n=1 ω

(2)
nk · t1n + b2k. The output layer ŷ is softmax with L nodes76

ŷ = {ŷl =
1

ZY
exp[〈ω(3)

l , t2〉] =
1

ZY
exp[gl(t2(t1(x)))]}Ll=1, (4)

where 〈ω(3)
l , t2〉 =

∑K
k=1 ω

(3)
kl · t2k + byl and ZY =

∑L
l=1 exp[〈ω(3)

l , t2〉] is the partition function.77

1In which the virtual random variable X̄ has all the information of X except Y , namely H(X̄) = H(X|Y ).
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Figure 1: Given a 4×4 input z, a fully connected layer t is equivalent to a convolution layer with 4×4
convolution kernels. The definition of convolution (Chapter 9.1 in [12]) implies that the 4×4 weights
ω1 and ω2 define two global features, and the two activations t1, t2 indicate the cross-correlation
between ω1,ω2 and z, respectively. PT |Z(ω1|z) and PT |Z(ω2|z) measure the probability of ω1

and ω2 being recognized as the feature with the largest cross-correlation to z, respectively.

2 A probabilistic representation for deep learning78

To accurately estimate I(X;Ti) and I(Y ;Ti), in this section, we specify the probability space [6] for79

a fully connected layer and derive the probabilistic explanations of the entire MLP.80

It is known that a convolution kernel (namely the weights of convolution) defines a local feature,81

and a convolution operation derives a feature map to measure the cross-correlation between the82

local feature and input in a receptive field (Chapter 9.1 in [12]). Notably, a fully connected layer83

is equivalent to a convolution layer with the kernel size having the same dimension as input. Thus84

the weights of a neuron can be viewed as a global feature, and a fully connected layer with multiple85

neurons derives activations to measure the cross-correlation between the multiple global features and86

the input. The cross-correlation explanation for a fully connected layer is visualized in Figure 1.87

Assuming that a fully connected layer t consists ofN neurons {tn = σ[〈ωn, z〉]}Nn=1, where z ∈ RM88

is the input of t, 〈ωn, z〉 =
∑M

m=1 ωmn · zm + bn is the dot-product between z and ωn, and σ(·) is89

an activation function. Based on the cross-correlation explanation, the behavior of t is to measure90

the cross-correlations between z and the N possible features defined by the the weights {ωn}Nn=1.91

In the context of pattern recognition [39], we define a virtual random process or ‘experiment’ as t92

recognizing one of the patterns/features with the largest cross-correlation to z from the N possible93

features. The experiment characterizes the behavior of t (i.e., before recognizing the features with94

the largest cross-correlation, t must measure the cross-correlations between z and all the N possible95

features) while meets the requirement of the ‘experiment’ definition (i.e., only one outcome will96

occur on each trial of the experiment [6]). The probability space (ΩT ,F , PT ) is defined as follows:97

Definition 1. (ΩT ,F , PT ) consists of three components: the sample space ΩT has N possible98

outcomes (features) {ωn = {ωmn}Mm=1}Nn=1 defined by the weights2 of the N neurons; the event99

space F is the σ-algebra; and the probability measure PT is a Gibbs distribution [22] to quantify the100

probability of ωn being recognized as the feature with the largest cross-correlation to z.101

Taking into account the randomness of z, the conditional distribution PT |Z is formulated as102

PT |Z(ωn|z) =
1

ZT
exp(tn) =

1

ZT
exp[σ(〈ωn, z〉)], (5)

where Z is the random variable of z and ZT =
∑N

n=1 exp(tn) is the partition function.103

(ΩT ,F , PT ) clearly explains all the ingredients of t in a probabilistic fashion. The nth neuron104

defines a global feature by the weights wn and the activation tn = σ(〈ωn, z〉) measures the cross-105

correlation between wn and z. The Gibbs distribution PT |Z indicates that if wn has the higher106

activation, i.e., the larger cross-correlation to z, it has the larger probability being recognized as107

the feature with largest cross-correlation to z. For instance, if z ∈ R16 and t includes N = 2108

neurons, then ΩT = {ω1,ω2} defines two possible outcomes (features), where ωn = {ωmn}16m=1.109

F = {∅, {ω1}, {ω2}, {ω1,ω2}} means that neither, one, or both of the features are recognized110

by t given z, respectively. PT |Z(ω1|z) and PT |Z(ω2|z) are the probability of ω1 and ω2 being111

recognized as the feature with the largest cross-correlation to z, respectively.112

2We do not take into account the scalar value bn for defining ΩT , as it not affects the feature defined by ωn.
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(ΩT ,F , PT ) explains the representation ability of deep learning. Compared to Restricted Boltzmann113

Machines (RBMs) [31] simply using binary units to indicate features being recognized or not given114

input, the Gibbs distribution3 PT |Z(ωn|z) measures the probability of ωn being recognized with115

the largest cross-correlation to z, i.e., it characterizes the relation between features and input more116

accurately. Moreover, Equation 5 shows that tn = σ(〈ωn, z〉) is the negative energy function [22] of117

the Gibbs distribution, thus PT |Z(ωn|z) can be derived as long as σ(〈ωn, z〉) are known because118

the energy function is the sufficient statistics [2] of the Gibbs distribution. That enables subsequent119

hidden layers to generate high-level features of input via directly processing the activations {tn}Nn=1,120

thus deep learning can form a hierarchical structure to represent much complex features.121

(ΩT ,F , PT ) answers a fundamental question: which component of a hidden layer contains the122

information of the layer? Since ωn defines ΩT , the weights contain all the information of a layer. In123

particular, since the activation tn = σ(〈ωn, z〉) is a function of ωn, the data processing inequality124

[4] indicates that the information of tn is no more than the information of ωn. Simulations in Section125

4.2 demonstrate that if activations do not correctly characterize the cross-correlation between weights126

and input, activations contain less information than weights do.127

Based on (ΩT ,F , PT ), we define the random variable T as follows:128

Definition 2. Given the fully connected layer t, we define the random variable T : ΩT → ET as129

T (ωn) , n, (6)

where the measurable space ET = {1, · · · , N}.130

Since ΩT is composed of finite N possible outcomes, T is a discrete random variable. Notably, the131

one-to-one correspondence between ωn and n indicates132

PT |Z(ωn|z) = PT |Z(n|z). (7)

If not considering the back-propagation training, the weights (namely ΩTi) of each layer are fixed.133

Thus Ti+1 entirely depends on Ti and the MLP = {x; t1; t2; ŷ} forms a Markov chain134

X → T1 → T2 → Ŷ . (8)

Based on the corresponding joint distribution P (Ŷ , T2, T1|X) = P (T1|X)P (T2|T1)P (Ŷ |T2) and135

Definition 2, we derive a probabilistic explanation for the entire MLP, which is summarized in136

Theorem 1. The detailed derivation is presented in Appendix B.137

Theorem 1. The MLP = {x; t1; t2; ŷ} formulates a conditional Gibbs distribution138

PŶ |X(l|x) =

K∑
k=1

N∑
n=1

P (Ŷ = l, T2 = k, T1 = n|X = x) =
1

ZMLP(x)
exp[gl(t2(t1(x)))], (9)

where ZMLP(x) =
∑L

l=1

∑K
k=1

∑N
n=1 PŶ ,T2,T1|X(l, k, n|x) is the partition function.139

Since PŶ |X(l|x) exactly equals the output ŷl of the MLP, namely Equation (4), we conclude that140

the entire architecture of the MLP forms a family of Gibbs distribution PŶ |X(l|x). In general, the141

back-propagation updates a weight ω based on the gradient of `CE with respect to ω,142

ω(s+ 1) = ω(s)− α · ∂`CE

∂ω(s)
= ω(s)− α · ∂KL[P (Y |X)||P (Ŷ |X)]

∂ω(s)
, (10)

where s is the index of training iteration, α is the training rate, and KL[·||·] is the KL-divergence.143

Figure 2 summarizes the probabilistic explanation for deep learning based on the MLP. In general,144

a single learning iteration, an epoch, consists of two phases: training and inference (after training).145

During inference, the MLP bridges X and Ŷ via multiple intermediate features ΩT1
, ΩT2

, and ΩŶ146

defined by weights, and formulates the statistical relation between Ŷ and X as a family of conditional147

Gibbs distribution P (Ŷ |X). During training, the back-propagation updates weights to learn optimal148

intermediate features for searching an optimal P (Ŷ |X) to accurately approximate P (Y |X).149

3Recent works about Gibbs explanations for a hidden layer are discussed in Appendix A.
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Figure 2: The visualization of the probabilistic explanation for deep learning based on the MLP.

3 The information theoretic explanations for deep learning150

To address the limitations of existing IB explanations, this section proposes some novel information151

theoretic explanations for DNNs based on the proposed probabilistic representation.152

Proposition 1. The mutual information between a fully connected layer and dataset is finite.153

I(X;T ) <∞. (11)

Proof: Definition 2 shows ET = {1, · · ·N}. Thus T is a discrete random variable and H(T ) <∞,154

thereby I(X;T ) ≤ H(T ) <∞.155

Proposition 1 circumvents the infinite mutual information problem. In the absence of a clear definition156

T : ΩT → ET , most previous works [33, 3, 1] simply viewing the activation tn as the sample of T ,157

namely tn ∈ ET = R, implies T being continuous and gives rise to the infinite mutual information158

problem in deterministic DNNs. However, (ΩT ,F , PT ) indicates that tn actually is a variable159

measuring the cross-correlation between wn and z rather than the sample of T , namely tn /∈ ET .160

Theorem 2. The information of Y flows into the MLP in the backward direction during training161

T1 ← T2 ← Ŷ ← Y. (12)

Proof: First, since ΩT is defined by ω in (ΩT ,F , PT ) and Equation (10) shows that ω(s + 1) is162

determined by all the previous gradients { ∂`CE
∂ω(s)}

S
s=1, and ω(0) is randomly initialized and α is a163

constant, we can derive that ΩT is determined by ∂`CE
∂ω . Second, based on the back-propagation, the164

relation between gradients in two adjacent layers in the MLP = {x; t1; t2; ŷ} is formulated as165

∂`?CE

∂ω
(3)
kl

= [PŶ |X(l|x)−PY |X(l|x)] · t2k,

∂`�CE

∂ω
(2)
nk

=

L∑
l=1

∂`?CE

∂ω
(3)
kl

· ω(3)
kl ·

σ′2(〈ω(2)
k , t1〉)
t2k

· t1n,
∂`�CE

∂ω
(1)
mn

=

K∑
k=1

∂`�CE

∂ω
(2)
nk

· ω(2)
nk ·

σ′1(〈ω(1)
n ,x〉)
t1n

· xm.

(13)

Equation 13 shows that ∂`CE
∂ω(3) is a function of PY |X(l|x) and ∂`CE

∂ω(i) is a function of ∂`CE
∂ω(i+1) , where166

ω(3) denotes the weight of ŷ. The two points above enable us to derive that ΩTi is a function of ΩTi+1167

and ΩŶ is a function of P (Y |X). Based on Definition 2, we can further derive that Ti is a function168

of Ti+1 and Ŷ is a function of Y , i.e., T1 ← T2 ← Ŷ ← Y . (See the detailed proof in Appendix C).169

Theorem 2 is consistent with the prevailing explanation for deep learning. LeCunn et al. show that170

deep learning exploits the hierarchical property of signals [21], i.e., the layers farther from output171

learn lower-level features, such as edges, whereas the layers closer to output assemble lower-level172

features into the higher-level features corresponding to labels (see Figure 2 in [43]). Notably, since173

lower-level features commonly exist in signals with different labels (e.g., lower-level features, such174

as the edges of the vehicle frame and the circular contour of wheels, exist in both the car and the175

truck classes in the CIFAR-10 dataset [18] in Figure 2), lower-level features do not contain much176

information of labels. Therefore, the layers farther from output do not have much information of177

labels, which is consistent with the Markov chain T1 ← T2 ← Ŷ ← Y .178
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Since all the information of Y stems from X (i.e., H(Y ) = I(X;Y ) proven in Appendix D),179

Theorem 2 implies that partial information of X flows into the MLP in the backward direction during180

training. Equation (2) shows the information of X flowing into the MLP in the forward direction181

during inference. Overall, the information of X flows in the backward and forward directions during182

training and inference, respectively. As a result, the Markov chain, Equation (2), proposed by recent183

works could not fully characterize the information flow of X in the MLP in each epoch. In other184

words, I(X;Ti) is not necessarily greater than I(X;Ti+1) in the MLP in each epoch.185

Equation (2) shows that Ti receives the information of Y via X during inference. Theorem 2 shows186

that Ti also directly receives information of Y during training, because the back-propagation updates187

weights (i.e., ΩTi
) based on the label Y . Thus Equation (2) cannot fully characterize the information188

flow of Y in the MLP in each epoch, when we take into account the back-propagation training.189

To fully characterize the information flow in the MLP in each epoch, we introduce Corollary 1.190

Corollary 1. The information flow in the MLP can be characterized by two Markov chains as191

X̄ →T1 → T2 → Ŷ

T1 ← T2 ← Ŷ ← Y.
(14)

The virtual random variable X̄ contains all the information of X except Y , i.e., H(X̄) = H(X|Y ).192

Proof of the first Markov chain: Since X̄ does not have any information of Y , it can only flow into193

the MLP in the forward direction during inference. Again since X̄ does not have any information of194

Y , the information flow of Y during training will not affect the information flow of X̄ . Therefore,195

X̄ → T1 → T2 → Ŷ characterizes the information flow of X̄ in both training and inference phases.196

Proof of the second Markov chain: Since the weights are fixed after training, the sample space and197

the distribution of hidden layers are fixed after training. Therefore, the information of Y transferred198

into hidden layers during training will retain there after training (i.e., during inference). In addition,199

Definition 1 indicates that a fully connected layer t = {tn = σ(〈ωn, z〉)}Nn=1 measures the cross-200

correlation between ωn and z during inference, thus {ωn}Nn=1 can be viewed as a representation of201

Z. As a result, even though Z has all the information of Y , the information of Y that t can learn202

from Z is determined by how much information of Y the representation {ωn}Nn=1 has. Overall, the203

information flow of Y during inference will be the same as that during training. Based on Theorem 2,204

we conclude that T1 ← T2 ← Ŷ ← Y characterizes the information flow of Y in the MLP in both205

training and inference phases. Detailed derivations and explanations are presented in Appendix E.206

To quantify how much information of X and Y is learned by the MLP, we introduce Corollary 2.207

Corollary 2. The mutual information between dataset and the entire MLP can be expressed as208

I(X;TMLP) = I(X̄;T1) + I(Y ; Ŷ )

I(Y ;TMLP) = I(Y ; Ŷ )
(15)

where TMLP denotes a random variable corresponding to the entire architecture of the MLP.209

Proof: Since H(Y ) = I(X;Y ) (Appendix D), H(X) = H(X̄) + I(X;Y ) = H(X̄) + H(Y ).210

Hence, Corollary 2 can be derived by Corollary 1 and the chain rule. The proof is in Appendix F.211

4 Simulations212

In this section, we propose a mutual information estimator based on (ΩT ,F , PT ) and demonstrate the213

probabilistic representation and information theoretic explanations for deep learning on a synthetic214

dataset with known entropy. Additional experiments on benchmark datasets are in Appendix H.215

4.1 Setup216

Mutual information estimator. Based on the definition of mutual information, we have217

I(X;Ti) = H(Ti)−H(Ti|X). (16)

Previous works simply estimate I(X;Ti) = H(Ti), because Ti is assumed to be entirely dependent218

on X in the Markov chain, Equation (2), thereby H(Ti|X) = 0. However, Corollary 1 shows that Ti219

depends on both X and Y if taking into account the training phase, thereby H(Ti|X) 6= 0.220
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Figure 3: (A) the deterministic image x̂. Image0 is generated by addingN (µ, σ2) without rotation, Image1 is
generated by rotating x̂ along the secondary diagonal direction and addingN (µ, σ2), Image2 and Image are
generated by rotating x̂ along the vertical and horizontal directions, respectively, and addingN (µ, σ2).

Table 1: The number of neurons(nodes) and the activation function in the layers of the MLPs

x t1 t2 ŷ σ(·)
MLP1 1024 (32× 32) 8 6 2 ReLU(z) = max(0, z)
MLP2 1024 (32× 32) 8 6 2 Tanh(z) = (ez − e−z)/(ez + e−z)
MLP3 1024 (32× 32) 2 6 2 ReLU

To accurately estimate I(X;Ti), we need to specify P (Ti|X) and P (Ti). Based on (ΩTi ,F , PTi),221

we formulate PTi|X(n|xj) of the three fully connected layers in the MLP as222

PT1|X(n|xj) = 1
ZF1

exp[σ1(〈ω(1)
n ,xj〉)], PT2|X(k|xj) = 1

ZF2
exp[σ2(〈ω(2)

k , t1(xj)〉)],

PŶ |X(l|xj) = 1
ZFY

exp[〈ω(3)
l , t2(t1(xj))〉].

(17)

To derive the marginal distribution P (Ti), we sum the joint distribution P (Ti, X) over x ∈ X ,223

P (Ti = n) =
∑

x∈X PX(x)PTi|X(n|x) ≈
∑

xj∈D PX(xj)PTi|X(n|xj) = 1
J

∑
xj∈D PTi|X(n|xj),

(18)

where PX(xj) is estimated by the empirical distribution 1/J givenD. Finally, we can derive I(X;Ti)224

by Equation 16, 17, and 18. Similarly, based on the definition of mutual information, we have225

I(Y ;Ti) = H(Ti)−H(Ti|Y ). (19)

To estimate H(Ti|Y ), we reformulate P (Ti|Y ) as226

PTi|Y (n|l) =
∑

x∈X PTi|X(n|x)PX|Y (x|l) ≈ 1
N(l)

∑
xj∈D,yj=l PTi|X(n|xj), (20)

where PX|Y (xj |l) is estimated by the empirical distribution 1/N(l) and N(l) denotes the number of227

samples with the label l in D. Finally, we can derive I(Y ;Ti) by Equation 18, 19, and 20.228

Synthetic dataset. The dataset consists of 512 gray-scale 32×32 images, which are evenly generated229

by rotating a deterministic image x̂ in four different orientations and adding Gaussian noise with230

expectation µ = E(x̂) and variance σ2 = 1, namely x = r(x̂) + N (µ, σ2), where r(·) denotes231

the rotation method shown in Figure 3. The reason for adding Gaussian noise is to avoid DNNs232

directly memorizing the deterministic image. In addition, the binary labels [1,0] and [0,1] evenly233

divide the synthetic dataset into two classes. As a result, the synthetic dataset has (approximately)234

2 bits information and the labels have 1 bit information. Compared to popular benchmark dataset235

with unknown features and entropy, e.g., MNIST [19] and Fashion-MNIST [41], the features and the236

entropy of the synthetic dataset are clear and known, which enables us to examine the probabilistic237

representation and the mutual information estimator.238

Neural Networks. We train three MLPs, namely MLP1, MLP2 and MLP3, on the synthetic dataset239

by a variant of Stochastic Gradient Descent (SGD) method, namely Adam [15], over 1000 epochs240

with the learning rate α = 0.03. Table 1 summarizes the architecture of the three MLPs.241

4.2 Validating the probability space and the mutual information estimator242

We demonstrate the sample space ΩT by visualizing the weights4 of the eight neurons in t1, i.e.,243

ω
(1)
n = {ω(1)

mn}1024m=1, in 5 different epochs (i.e., 0,1,4,128,1000) in Figure 4 (Left). As training244

continues, we observe that ω(1)
n quickly learns all the spatial features of the synthetic dataset. For245

instance, ω(1)
2 has low magnitude at top-left positions and high magnitude at bottom-right positions,246

which correctly characterizes the spatial feature of Image0. Similarly, ω(1)
3 , ω(1)

4 , and ω
(1)
5 correctly247

characterize the spatial feature of Image1, Image2, and Image3 in Figure 3, respectively.248

4We only show the learned weights in MLP1 because we observe that the learned weights in MLP1 and
MLP2 are very similar, though they use different activation functions.
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mn}1024m=1 are reshaped into 32× 32 to show the spatial structure. (Right)
The variation of I(X;T1) in the MLP1, MLP2, and MLP3 during 1000 epochs.

Table 2: The Gibbs probability PF1|X(ω
(1)
n |Image0) in MLP1 and MLP2 in the 1000 epoch

ω
(1)
1 ω

(1)
2 ω

(1)
3 ω

(1)
4 ω

(1)
5 ω

(1)
6 ω

(1)
7 ω

(1)
8

〈ω(1)
n ,x〉 -63.6 208.8 -181.6 45.1 -55.6 157.5 -210.0 -30.1

fReLU
1n (x) 0.0 208.8 0.0 45.1 0.0 157.5 0.0 0.0

exp[fReLU
1n (x)] 1.0 4.79e+90 1.0 3.86e+19 1.0 2.51e+68 1.0 1.0
PReLU
T1|X 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0

fTanh
1n (x) -1.0 1.0 -1.0 1.0 -1.0 1.0 -1.0 -1.0

exp[fTanh
1n (x)] 0.36 2.71 0.36 2.71 0.36 2.71 0.36 0.36

P Tanh
T1|X 0.037 0.272 0.037 0.272 0.037 0.272 0.037 0.037

fTanh
1n (x) = σTanh(〈ω(1)

n ,x〉) and fReLU
1n (x) = σReLU(〈ω(1)

n ,x〉) are the activations given the same 〈ω(1)
n ,x〉.

We demonstrate that P (T1|X) correctly measures the probability of {ω(1)
n }8n=1 being recognized the249

feature with the largest cross-correlation to x in Table 2. For instance, ω(1)
2 correctly characterizes250

the feature of Image0 and has the largest cross-correlation 〈ω(1)
2 ,x〉 = 190.8, thus it has the largest251

probability PReLU
T1|X (ω

(1)
2 |Image0) = 1.0 being recognized as the feature with largest cross-correlation252

to Image0. In contrast, since ω
(1)
7 incorrectly characterizes the feature of Image0 and has the lowest253

cross-correlation 〈ω(1)
7 ,x〉 = −210.0, so it has the lowest probability PReLU

T1|X (ω
(1)
7 |Image0) = 0.0254

being recognized as the feature with largest cross-correlation to Image0.255

We observe that an activation function (abbr. ACT) plays an important role in the distribution.256

Specifically, ReLU, a non-saturating (unbounded) ACT [10], preserves the positive cross-correlations257

while resets all the negative ones as zero. PReLU
T1|X (ω

(1)
2 |Image0) = 1.0 shows that ReLU derives the258

correct probability of ω(1)
2 being recognized as the feature with largest cross-correlation. In contrast,259

though ω
(1)
2 has stronger cross-correlation to Image0 than ω

(1)
4 , i.e., 〈ω(1)

2 ,x〉 > 〈ω(1)
4 ,x〉, Tanh, a260

saturating (bounded) ACT, derives fTanh
12 (x) = fTanh

14 (x) = 1.0, and makes ω(1)
4 to incorrectly have261

the same probability 0.272 to ω
(1)
2 being recognized as the feature with the largest cross-correlation262

to Image0, i.e., Tanh hinders t1 from correctly recognizing the features of input. The simulations for263

validating the probability space based on other synthetic images are presented in Appendix G.264

To validate the mutual information estimator, we follow recent works [35, 33] to train the three265

MLPs with 50 different random initialization and study the average mutual information. Figure 4266

(Right) shows that I(X;T1) quickly increases to 1.81 and keeps stable in the MLP1, i.e., t1 learns267

most information of the dataset as H(X) = 2.0. Notably, the result is consistent with the variation268

of the weights in Figure 4 (Left), which shows that the weights correctly characterize the features269

of the dataset and keeps stable after the fourth epoch. As a comparison, we observe that I(X;T1)270

keeps stable at 0.44 in the MLP2, which confirms the statement that Tanh hinders t1 from correctly271

recognizing the features of input. In addition, Figure 4 (Right) shows that I(X;T1) ≈ 0.79 in MLP3272

is smaller than I(X;T1) ≈ 1.81 in MLP1, which is consistent with Definition 1, i.e., a layer with273

fewer neurons would represent fewer possible features, thus it contains less information.274

In summary, we demonstrate the probability space (ΩT ,F , PT ) and show that if an ACT cannot275

preserve the cross-correlation between weights(features) and input, it would distort the distribution276

of a layer, thereby affecting the mutual information between the layer and data/labels. In addition,277

we show that the proposed mutual information estimator outperforms the existing non-parametric278

models, e.g., empirical distribution [35] and KDE [33], based on the synthetic dataset. Especially,279

activations do not satisfy the i.i.d. prerequisite of non-parametric models is an important reason for280

non-parametric models deriving inaccurate mutual information in DNNs. Due to limited space, the281

experimental comparison and study of non-parametric models are presented in Appendix G.282
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Figure 5: All the x-axis index training epochs. In each column, the first three figures show I(X;Ti), I(X̄;Ti),
and I(Y ;Ti) respectively. The forth figure shows I(X;TMLP) and I(Y ;TMLP) in a MLP. The pink line denotes
H(Y ) = 1.0 and the orange line denotes H(X) = 2.0.

4.3 Validating the information theoretic explanations for DNNs283

In Figure 5, we observe I(X;Ti) ≤ I(X; Ŷ ) in MLP2 and MLP3, which confirms that the Markov284

chain proposed by previous works, Equation (2), cannot fully explain the information flow in MLPs,285

if taking into account the back-propagation training. As a comparison, the second and third row286

show I(X̄;T1) ≥ I(X̄;T2) ≥ I(X̄; Ŷ ) and I(Y ;T1) ≤ I(Y ;T2) ≥ I(Y ; Ŷ ) in all the three MLPs,287

which validates that Corollary 1, i.e., Equation (14) characterizes the information flow in MLPs.288

Figure 5 demonstrates that different hidden layers achieve different IB trade-offs depending on289

the architecture and the position of the layers in MLPs. In terms of architecture, I(Y ;T1) > 0.8290

and I(X̄;T1) > 0.75 in MLP1 indicate that t1, with ReLU, achieves a good prediction without291

much compression, whereas I(Y ;T1) < 0.5 and I(X̄;T1) < 0.1 in MLP2 show that t1, with Tanh,292

achieves a different IB trade-off. In addition, I(Y ;T1) ≈ 0.45 and I(X̄;T1) ≈ 0.25 in MLP3 show293

the effect of neuron numbers on the IB trade-off. In terms of position, I(Y ; Ŷ ) = 1 and I(X̄; Ŷ ) = 0294

in MLP1 means that ŷ has a different IB trade-off to t1 in MLP1.295

We demonstrate that a MLP satisfies the IB principle no matter what the architecture of the MLP296

is. Figure 5 visualizes I(X;TMLP) and I(Y ;TMLP) based on Corollary 2. It shows that all of three297

MLPs satisfy the IB principle, namely I(X;TMLP) < H(X) = 2 and I(Y ;TMLP) = H(Y ) = 1,298

though they have different architectures. Importantly, in contrast to previous work [33] claiming that299

the compression not exists in DNNs with non-saturating ACT, such as ReLU, Figure 5 clearly shows300

that the compression exists in all the MLPs, no matter the activation function of MLPs.301

We further demonstrate the information theoretic explanations for DNNs on the benchmark MNIST302

and Fashion-MNIST datasets. The experiments are presented in Appendix H.303

5 Conclusion and future work304

In this work, we (1) specify the probability space for a hidden layer for (2) accurately estimating the305

mutual information and (3) clearly explaining how the components of the layer affect the mutual306

information. We take into account the back-propagation training and derive two novel Markov chains307

to characterize the information flow in DNNs. Furthermore, we demonstrate that a DNN satisfies the308

IB principle no matter the architecture of the DNN. In contrast, different hidden layers show different309

IB trade-offs depending on the architecture and the position of the layers in DNNs. A potential310

direction is to study the generalization of DNNs based on the probabilistic representation.311
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A Recent works about Gibbs explanations for a hidden layer437

As a fundamental probabilistic graphic model, the Gibbs distribution (a.k.a., Boltzmann distribution, the energy438

based model, or the renormalization group) formulates the dependence within X by associating an energy439

E(x; θ) to each dependence structure [9].440

P (X;θ, β) =
1

Z(θ, β)
exp[−βE(x; θ)], (21)

where E(x; θ) is the energy function, θ denote the parameters of E(x; θ), β is the inverse temperature constant.441

Since β can be absorbed into θ, P (X;θ, β) can be simplified as442

P (X;θ) =
1

Z(θ)
exp[−E(x; θ)], (22)

where the partition function5 is defined as443

Z(θ) =
∑
x∈X

exp[−E(x; θ)]. (23)

The Gibbs distribution has three appealing properties. First, the deterministic energy function E(x; θ) is a444

sufficient statistics of P (X;θ). The property allows us to explain a deterministic function, e.g., a hidden layer,445

in a probabilistic way. Second, a Gibbs distribution can be easily reformulated as various probabilistic models446

via redefining E(x; θ), which allows us to clarify the complicated architecture of a hidden layer. For example,447

if the energy function is defined as the summation of multiple functions, namely E(x; θ) = −
∑

k fk(x;θk),448

the Gibbs distribution would be the Product of Experts (PoE) model, i.e., P (x;θ) = 1
Z(θ)

∏
k Fk, where449

Fk = exp[−fk(x;θk)] and Z(θ) =
∏

k Z(θk) [13]. Third, the energy minimization is a typical optimization450

for θ, namely θ∗ = arg minθ E(x; θ) [22], which allows us to explain the back-propagation training, as the451

energy minimization can be implemented by the gradient descent algorithm as long as E(x;θ) is differentiable.452

A well-known Gibbs distribution model in machine learning is the Restricted Boltzmann Machines (RBMs)453

[31, 27]. Though Yaida indirectly proves the distribution of a fully connected layer as a Gibbs distribution [42],454

and Lin et al. clarify certain advantages of DNNs based on the Gibbs distribution [24], there is few work to455

extend the Gibbs explanation to complicated hidden layers, e.g., fully connected layers and convolutional layers.456

B The marginal distribution of the MLP457

Since the entire architecture of the MLP = {x, t1, t2, ŷ} corresponds to a joint distribution458

P (Ŷ , T2, T1|X) = P (Ŷ |T2)P (T2|T1)P (T1|X), (24)

the marginal distribution P (Ŷ |X) can be formulated as459

PŶ |X(l|x) =

K∑
k=1

N∑
n=1

P (Ŷ = l, T2 = k, T1 = n|X = x)

=

K∑
k=1

N∑
n=1

PŶ |T2
(l|k)PT2|T1

(k|n)PT1|X(n|x).

(25)

Based on the definition of the Gibbs probability measure (Equation 5), we have460

PT1|X(n|x) =
1

ZT1

exp(t1n) =
1

ZT1

exp[σ1(〈ω(1)
n ,x〉)], (26)

where 〈ω(1)
n ,x〉 =

∑M
m=1 ω

(1)
mn · xm + b1n. Similarly, we have461

PT2|T1
(k|n) =

1

ZT2

exp(t2k) =
1

ZT2

exp[σ2(〈ω(2)
k , t1〉)], (27)

where 〈ω(2)
k , t1〉 =

∑N
n=1 ω

(2)
nk · t1n + b2k. Thus we have462

N∑
n=1

PT2|T1
(k|n)PT1|X(n|x)

=
1

ZT2

1

ZT1

N∑
n=1

exp[σ2(〈ω(2)
k , t1〉)]exp[σ1(〈ω(1)

n ,x〉)].

(28)

5We only consider the discrete case in the paper.
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Since 〈ω(2)
k , t1〉 =

∑N
n=1 ω

(2)
nk · t1n + b2k is a constant with respect to n, we have463

N∑
n=1

PT2|T1
(k|n)PT1|X(n|x)

=
1

ZT2

1

ZT1

exp[σ2(〈ω(2)
k , t1〉)]

N∑
n=1

exp[σ1(〈ω(1)
n ,x〉)].

(29)

In addition,
∑N

n=1 exp[σ1(〈ω(1)
n ,x〉)] = ZT1 , thus we have464

N∑
n=1

PT2|T1
(k|n)PT1|X(n|x) =

1

ZT2

exp[σ2(〈ω(2)
k , t1〉)]. (30)

Therefore, we can simplify PŶ |X(l|x) as465

PŶ |X(l|x) =

K∑
k=1

PŶ |T2
(l|k)

N∑
n=1

PT2|T1
(k|n)PT1|X(t|x)

=

K∑
k=1

PŶ |T2
(l|k)

1

ZT2

exp[σ2(〈ω(2)
k , t1〉)].

(31)

Since PŶ |T2
(l|k) = 1

Z
Ŷ

exp[σ3(〈ω(3)
l , t2〉)] and 〈ω(3)

l , t2〉 =
∑K

k=1 ω
(3)
lk f2k + byl is a constant with respect466

to k, we can derive467

PŶ |X(l|x) = PŶ |T2
(l|k)

K∑
k=1

1

ZT2

exp[σ2(〈ω(2)
k , t1〉)]. (32)

Since ZT2 =
∑K

k=1 exp[σ2(〈ω(2)
k , t1〉)] is also constant to k,468

PŶ |X(l|x) = PŶ |T2
(l|k)

1

ZT2

K∑
k=1

exp[σ2(〈ω(2)
k , t1〉)].

= PŶ |T2
(l|k) =

1

ZFY

exp[〈ω(3)
l , t2〉].

(33)

In addition, since t2 = {t2k}Kk=1 = {σ2(〈ω(2)
k , t1〉)}Kk=1, we can extend PŶ |X(l|x) as469

PŶ |X(l|x) = PŶ |F2
(l|k) =

1

ZFY

exp[〈ω(3)
l , t2〉]

=
1

ZŶ

exp[〈ω(3)
l ,


σ2(〈ω(2)

1 , t1〉)
...

σ2(〈ω(2)
K , t1〉)

〉]. (34)

Since t1 = {t1n}Nn=1 = {σ1(〈ω(1)
n ,x〉)}Nn=1, we can further extend PŶ |X(l|x) as470

PŶ |X(l|x) =
1

ZŶ

exp[〈ω(3)
l ,



σ2(〈ω(2)
1 ,


σ1(〈ω(1)

1 ,x〉)
...

σ1(〈ω(1)
N ,x〉)

〉)
...

σ2(〈ω(2)
K ,


σ1(〈ω(1)

1 ,x〉)
...

σ1(〈ω(1)
N ,x〉)

〉)


〉]

=
1

ZMLP(x)
exp[gl(t2(t1(x)))].

(35)

Overall, we prove PŶ |X(l|x) as the Gibbs distribution expressed as471

PŶ |X(l|x) =
1

ZMLP(x)
exp[gl(t2(t1(x)))]. (36)
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where El(x) = −gl(t2(t1(x))) is the energy function and the partition function472

ZMLP(x) =

L∑
l=1

K∑
k=1

T∑
t=1

P (Ŷ , T2, T1|X = x)

=

L∑
l=1

exp[gl(t2(t1(x)))].

(37)

C The proof of Theorem 2473

Based on the definition of the cross entropy, `CE can be formulated as474

`CE = −
L∑

l=1

PY |X(l|x)logPŶ |X(l|x). (38)

where PŶ |X(l|x) is the output of the MLP, and PY |X(l|x) is the one-hot probability of x given the label y, i.e.,475

PY |X(l|x) =

{
1 for l = y
0 for l 6= y

(39)

The derivative of `CE with respect to PŶ |X(l|x) is476

∂`CE

∂PŶ |X(l|x)
= −

PY |X(l|x)

PŶ |X(l|x)
. (40)

Since PŶ |X(l|x) can be expressed as477

PŶ |X(l|x) =
1

ZMLP(x)
exp[gl(t2t1(x))], (41)

the derivative of PŶ |X(z|x) with respect to gl(t2t1(x)) is478

∂PŶ |X(z|x)

∂gl
=

1
ZMLP

exp(gz)

∂gl
=

{
PŶ |X(l|x) · [1− PŶ |X(l|x)] for z = l
−PŶ |X(l|x) · PŶ |X(z|x) for z 6= l

. (42)

Overall, the derivative of `CE with respect to gl can be expressed as479

∂`CE

∂gl
=

L∑
z=1

∂`CE

∂PŶ |X(z|x)

∂PŶ |X(z|x)

∂gl

= −PY |X(l|x)(1− PŶ |X(l|x) +
∑
z 6=l

PY |X(z|x)PŶ |X(l|x)

= PŶ |X(l|x)− PY |X(l|x).

(43)

Since gl = 〈ω(3)
l , t2〉 =

∑K
k=1 ω

(3)
kl · t2k + byl, the derivative of `CE with respect to ω(3)

kl can be expressed as480

∂`CE

∂ω
(3)
kl

=
∂`CE

∂gl

∂gl

∂ω
(3)
kl

= [PŶ |X(l|x)− PY |X(l|x)]t2k. (44)

Similarly, the derivative of `CE with respect to 〈ω(2)
k , t1〉 can be expressed as481

∂`CE

∂〈ω(2)
k , t1〉

=

L∑
l=1

∂`CE

∂gl

∂gl
∂t2k

∂t2k

∂〈ω(2)
k , t1〉

=

L∑
l=1

[PŶ |X(l|x)− PY |X(l|x)]ω
(3)
kl σ

′
2(〈ω(2)

k , t1〉).

(45)

Since 〈ω(2)
k , t1〉 =

∑N
n=1 ω

(2)
nk · t1n + b2k, the derivative of ` with respect to ω(2)

nk can be expressed as482

∂`CE

∂ω
(2)
nk

=
∂`CE

∂〈ω(2)
k , t1〉

∂〈ω(2)
k , t1〉
∂ω

(2)
nk

=

L∑
l=1

[PŶ |X(l|x)− PY |X(l|x)]ω
(3)
kl σ

′
2(〈ω(2)

k , t1〉)t1n

(46)
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Similarly, the derivative of `CE with respect to 〈ω(1)
n ,x〉 can be expressed as483

∂`CE

∂〈ω(1)
n ,x〉

=

K∑
k=1

∂`CE

∂〈ω(2)
k , t1〉

∂〈ω(2)
k , t1〉
∂t1n

∂t1n

∂〈ω(1)
n ,x〉

=

K∑
k=1

L∑
l=1

[PŶ |X(l|x)− PY |X(l|x)]ω
(3)
kl σ

′
2(〈ω(2)

k , t1〉)ω(2)
nk σ

′
1(〈ω(1)

n ,x〉).

(47)

Since 〈ω(1)
n ,x〉 =

∑M
m=1 ω

(1)
mn · xm + b1n, the derivative of `CE with respect to ω(1)

mn can be expressed as484

∂`CE

∂ω
(1)
mn

=
∂`CE

∂〈ω(1)
n ,x〉

∂〈ω(1)
n ,x〉

∂ω
(1)
mn

=

K∑
k=1

L∑
l=1

[PŶ |X(l|x)− PY |X(l|x)]ω
(3)
kl σ

′
2(〈ω(2)

k , t1〉)ω(2)
nk σ

′
1(〈ω(1)

n ,x〉)xm.
(48)

Overall, the derivative of `CE with respect to the weight in each layer is summarized as485

∂`CE

∂ω
(3)
kl

= [PŶ |X(l|x)− PY |X(l|x)]t2k

∂`CE

∂ω
(2)
nk

=

L∑
l=1

[PŶ |X(l|x)− PY |X(l|x)]ω
(3)
kl σ

′
2(〈ω(2)

k , t1〉)t1n

∂`CE

∂ω
(1)
mn

=

K∑
k=1

L∑
l=1

[PŶ |X(l|x)− PY |X(l|x)]ω
(3)
kl σ

′
2(〈ω(2)

k , t1〉)ω(2)
nk σ

′
1(〈ω(1)

n ,x〉)xm.

(49)

Based on the above three equations, we can reformulate the derivatives as486

∂`?CE

∂ω
(3)
kl

= [PŶ |X(l|x)− PY |X(l|x)] · t2k,

∂`�CE

∂ω
(2)
nk

=

L∑
l=1

∂`?CE

∂ω
(3)
kl

· ω(3)
kl ·

σ′2(〈ω(2)
k , t1〉)
t2k

· t1n

∂`�CE

∂ω
(1)
mn

=

K∑
k=1

∂`�CE

∂ω
(2)
nk

· ω(2)
nk ·

σ′1(〈ω(1)
n ,x〉)
t1n

· xm.

(50)

The above three equations indicates that ∂`?CE

∂ω
(3)
kl

is a function of PY |X(l|x), ∂`�CE

∂ω
(2)
nk

is a function of ∂`?CE

∂ω
(3)
kl

, and487

∂`�CE

∂ω
(1)
mn

is a function of ∂`�CE

∂ω
(2)
nk

. In addition, the back-propagation algorithm shows that488

ω(1)
mn(s+ 1) = ω(1)

mn(s)− α ∂`CE

∂ω
(1)
mn(s)

ω
(2)
nk (s+ 1) = ω

(2)
nk (s)− α ∂`CE

∂ω
(2)
nk (s)

ω
(3)
kl (s+ 1) = ω

(3)
kl (s)− α ∂`CE

∂ω
(3)
kl (s)

(51)

where α is the learning rate and s denotes the index of the sth learning iteration. Therefore, ω(s + 1) is489

determined by all the previous gradients { ∂`CE
∂ω(s)

}Ss=1 as ω(0) is randomly initialized and α is a constant.490

Definition 1 indicates that the weights define the sample space ΩTi , thus we can derive that the gradients ∂`CE
∂ω(i)491

determine ΩTi . As a result, ΩTi is a function of ΩTi+1 and ΩŶ is a function of P (Y |X). Based on Definition492

2, we can further derive that Ti is a function of Ti+1 and Ŷ is a function of Y , i.e., T1 ← T2 ← Ŷ ← Y .493

D The proof of H(Y ) = I(X;Y )494

Given a training sample xj and the corresponding label yj , the target distribution PY |X(yj |xj) is commonly495

formulated as the one-hot format, i.e.,496

PY |X(l|xj) =

{
1 for l = yj

0 for l 6= yj
(52)
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Figure 6: The graphical explanation for Corollary 1 based on the MLP = {x, t1, t2, ŷ}. The largest oval
represents of the input x, and each small shape indicates the representation capacity of a single feature. For
example, if t12 is the largest activation, then the feature ω(1)

2 has the largest cross-correlation to x, i.e., ω(1)
2

has largest representation capacity. Therefore, {ω(1)
n }4n=1 can be viewed as a representation of x, and the

representation capacity of {ω(1)
n }4n=1 is measured by {t1n}Nn=1, which is visualized by the left figure. The

blue ovals indicates the representation capacity of the three features {ω(2)
k }

3
k=1 generated by combining the

four features {ω(1)
n }4n=1. The two red ovals indicates the representation capacity of the two features {ω(3)

l }
2
l=1

generated by combining the three features {ω(2)
k }

3
k=1.

As a result, the conditional entropy H(Y |X) can be formulated as497

H(Y |X) = −
∑

(xj ,yj)∈D

PX,Y (xj , yj)logPY |X(yj |xj) = 0. (53)

Therefore, we can derive H(Y ) = I(X;Y ) because H(Y ) = H(Y |X) + I(X;Y ).498

E The detailed derivations and explanations for Corollary 1499

Definition 1 indicates that t1 = {t1n = σ1(〈ω(1)
n ,x〉)}Nn=1 defines N features of x, namely {ω(1)

n }Nn=1,500

thus {ω(1)
n }Nn=1 can be viewed as a representation of x. In addition, {t1n}Nn=1 measures the cross-correlation501

between {ω(1)
n }Nn=1 and x, (i.e., if ω(1)

n describes x more accurately and comprehensively, then t1n is larger.),502

thus {t1n}Nn=1 quantifies the representation capacity of {ω(1)
n }Nn=1. For example, in Figure 6 (Left), t1 defines503

4 features to describe x and t12 is the largest activation, thus ω(1)
2 has the largest representation capacity of x.504

During inference, the second hidden layer t2 will process {t1n}Nn=1, and t2k = σ2(〈w(2)
k , t1〉) can be explained505

to generating a new feature via combining all the features {ω(1)
n }Nn=1, i.e.,506

{ω(2)
1k ⊗ ω

(1)
1 , · · · , ω(2)

Nk ⊗ ω
(1)
N }. (54)

Since the new feature is the linear combination of {ω(1)
n }Nn=1, it can be simply noted as507

{ω(2)
1k , · · · , ω

(2)
Nk} = ω

(2)
k , (55)

and the representation capacity of the new feature ω(2)
k is508

t2k = ω
(2)
1k · t11 + · · ·+ ω

(2)
Nk · t1N (56)

For example, if N = 4 and K = 3, the representation capacity of the three new features is visualized by Figure509

6 (Middle). Similarly, ŷ generates L new features via combining all the features {ω(2)
k }

K
k=1.510

{ω(3)
1l ⊗ ω

(2)
1 , · · · , ω(3)

Kl ⊗ ω
(2)
K }. (57)

Since the new feature is the linear combination of {ω(2)
k }

K
k=1, it can be simply noted as511

{ω(3)
1l , · · · , ω

(3)
Kl} = ω

(3)
l , (58)

and the representation capacity of the new feature ω(3)
l is512

ŷl = ω
(3)
1l · t21 + · · ·+ ω

(3)
Kl · t2K (59)

For example, if L = 2, the representation capacity of the two new features is visualized by Figure 6 (Right).513
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Figure 7: The Venn diagram of H(X), H(Y ), and I(X;TMLP).

Overall, the inference phase is a procedure of feature combination, i.e., ω(3)
l is a combination of {ω(2)

k }
K
k=1,514

and ω(2)
k is a combination of {ω(1)

n }Nn=1. Theorem 2 proves that the layer closer to output has more information515

of labels, i.e., T1 ← T2 ← Ŷ ← Y , during training. Since the weights are fixed after training, the sample space516

and the distribution of hidden layers are fixed after training. Therefore, the information of Y transferred into517

hidden layers during training will retain there after training (i.e., during inference), i.e., T1 ← T2 ← Ŷ ← Y518

characterizes the information flow of Y in the MLP in both training and inference phases.519

For example, Figure 6 (Right) shows that the representation capacity of ω(3)
1 is the weighted combination of t11,520

t12, and t13, and the representation capacity of ω(3)
2 is the weighted combination of t12, t13, and t14. Therefore,521

ω
(1)
2 and ω(1)

3 exist in both classes, i.e., the low-level features in t1 do not represent too much information of522

the labels, though we combine low-level features to generate high-level features for representing labels.523

F The proof of Corollary 2524

Based on the property of mutual information, we have525

H(X) = H(X|Y ) + I(X;Y )

= H(X|Y ) +H(Y ) (Appendix D)

= H(X̄) +H(Y )

(60)

where X̄ is the virtual random variable containing all the information ofX except Y , namelyH(X̄) = H(X|Y ).526

Therefore, I(X;TMLP) can be reformulated as527

I(X;TMLP) = I(X̄;TMLP) + I(Y ;TMLP). (61)

The Venn diagram of H(X), H(Y ), and I(X;TMLP) are visualized in Figure 7. Corollary 1 indicates that all528

the information of X̄ and Y learned by a MLP retains in T1 and Ŷ , respectively. Therefore, we can derive529

I(X;TMLP) = I(X̄;T1) + I(Y ; Ŷ )

I(Y ;TMLP) = I(Y ; Ŷ )
(62)

G Studying non-parametric models for mutual information estimation530

In this section, we use the synthetic dataset to show that non-parametric models are sensitive to hyper-parameters531

for mutual information estimation. In addition, we show that the proposed mutual information estimator derives532

more accurate mutual information estimation than non-parametric models. Furthermore, we demonstrate that533

one reason for non-parametric models deriving poor mutual information estimation is because activations do not534

satisfy the i.i.d. prerequisite of non-parametric models. The experiment codes are available online6.535

G.1 Non-parametric models are sensitive to hyper-parameters536

To show non-parametric models being sensitive to hyper-parameters, we choose two commonly used non-537

parametric models, namely the empirical distribution [35] and KDE [33], to measure the information flow in538

MLP1 and MLP2 defined in Table 1 on the synthetic dataset.539

6https://github.com/Dlib-NeurIPS/Deep-Learning-Information-Theory
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Table 3: The hyper-parameters of empirical distributions and KDE

bs 0.001 0.01 0.1 1.0 2.0 4.0 6.0 8.0
σ2
n 0.01 0.05 0.1 1.0 2.0 4.0 8.0 16.0

The empirical distribution is defined as540

P (T = n) =
1

J
1(t, ln, rn) (63)

where J is the number of samples, n denotes the nth bin, t denotes an activation vector, ln and rn are the left541

and right boundary vectors, respectively. The indicator function 1(t, ln, rn) is defined as542

1(t, ln, rn) =

{
1 for ln ≤ t < rn
0 otherwise (64)

Given a specific range, the hyper-parameter of the empirical distribution is the bin size, namely bs = |rn − ln|.543

Based on the empirical distribution, Tishby et al. estimate I(X;Ti) and I(Y ;Ti) (see Section 3.2 in [35]).544

To estimate I(X;Ti) and I(Y ;Ti) via KDE, Saxe et al. assume that the empirical distribution of input samples545

is the true distribution and the distribution of a hidden layer is a mixture of Gaussian. In addition, Saxe et al.546

regard a hidden layer as a deterministic function of input samples, thus the Gaussian noiseN (0, σ2
n) is added547

into activations to avoid infinite mutual information, and I(X;Ti) is estimated as548

I(X;Ti) ≤ −
1

J

∑
j

log
1

J

∑
j′

exp(−
‖t(i)j − t

(i)

j′ ‖
2
2

2σ2
n

) (65)

where J is the number of samples, t(i)j denote the activations vector of the ith hidden layer in response to the549

input sample xj (see Appendix B.1 in [33]). Therefore, the hyper-parameter of KDE is the noise variance σ2
n.550

Leveraging the same training method in Section 4.1, we achieves 100% training accuracy in MLP1 and MLP2551

on the synthetic dataset. We specify 8 different values for each hyper-parameter, namely bs and σ2
n, in Table 3,552

and use the empirical distribution and KDE to estimate I(X;Ti) during training MLP1 and MLP2.553

Figure 8 and 9 show that the empirical distribution is sensitive to the hyper-parameter, namely the bin size bs.554

Figure 8 shows that I(X;Ti) in different hidden layers of MLP1 converges to 1.5 as bs increases from 0.001 to555

8.0. Figure 9 shows that I(X;T1), I(X;T2), and I(X; Ŷ ) in MLP2 converge to 1.2, 0.8, and 0.7, respectively,556

as bs increases from 0.001 to 8.0. Notably, since the synthetic dataset only has 2 bits information, I(X;Ti)557

must be smaller than H(X) = 2 bits. However, we observe that if bs < 1.0, the empirical distribution derives558

I(X;Ti) > 2.0 in both MLP1 and MLP2, thus the empirical distribution cannot correctly estimate I(X;Ti) in559

MLP1 and MLP2 on the synthetic dataset when bs < 1.0.560
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Figure 8: The estimation of I(X;Ti) in MLP1 on the synthetic dataset via the empirical distribution with 8
different bs. All the x-axis index training epochs.
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Figure 9: The estimation of I(X;Ti) in MLP2 on the synthetic dataset via the empirical distribution with 8
different bs. All the x-axis index training epochs.

Similarly, Figure 10 and 11 show that KDE is also sensitive to the hyper-parameter, namely the noise variance561

σ2
n. Figure 10 shows that I(X;Ti) in different hidden layers of MLP1 converges to 2.0 as σ2

n increases from562

0.01 to 16.0. Figure 11 shows that KDE derives different I(X;T1) and I(X;T2) in MLP2 given different563

σ2
n, except I(X; Ŷ ) converges to 1.0, as bs increases from 0.01 to 16.0. Again, since the synthetic dataset564

only has 2 bits information, I(X;Ti) must be smaller than H(X) = 2. However, we also observe that KDE565

derives I(X;Ti) > 2.0 when σ2
n < 1.0. Overall, different σ2

n make KDE to derive different mutual information566

estimations for I(X;Ti) in MLP1 and MLP2 on the synthetic dataset, especially KDE does not correctly567

estimate I(X;Ti) in MLP1 and MLP2 when σ2
n < 1.0.568

In summary, the two non-parametric models are sensitive to hyper-parameters for mutual information estimation.569

Especially, since the entropy of the synthetic dataset is known, we can determine which hyper-parameter is570

appropriate to estimate the mutual information. However, if the entropy of dataset is unknown, it is very difficult571

to choose an appropriate hyper-parameter for non-parametric models to estimate the mutual information.572

G.2 Comparison to non-parametric models on the synthetic dataset573

In this section, we compare the proposed mutual information estimator to the empirical distribution and KDE574

in MLP1 and MLP2 on the synthetic datset, and demonstrate that the proposed mutual information estimator575

derives more accurate mutual information estimation than non-parametric models. Based on Appendix G.1,576

we choose bs = 2.0 and σ2
n = 2.0 as the optimal hyper-parameters for the empirical distribution and KDE to577

estimate I(X;Ti) and I(Y ;Ti). All the training methods are the same as Section 4.1.578
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Figure 10: The estimation of I(X;Ti) in MLP1 on the synthetic dataset by KDE with 8 different σ2
n. All the

x-axis index training epochs.
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Figure 11: The estimation of I(X;Ti) in MLP2 on the synthetic dataset by KDE with 8 different σ2
n. All the

x-axis index training epochs.
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Figure 12: The estimation of I(X;Ti) and I(Y ;Ti) in MLP1 based on the three mutual information estimators.
All the x-axis index training epochs.

Figure 12 shows the estimation of I(X;Ti) and I(Y ;Ti) in MLP1 derived by the three methods, namely the579

empirical distribution (bs = 2.0), KDE (σ2
n = 2.0), and the Gibbs distribution. Since ŷ only has two nodes,580

the maximal information of X that ŷ can have is 1 bit, i.e., I(X; Ŷ ) ≤ 1, based on Definition 1. However,581

we observe that the empirical distribution derives I(X; Ŷ ) > 1.5 and KDE derives I(X; Ŷ ) = 2.0, thus the582

empirical distribution and KDE do not accurately estimate I(X; Ŷ ). In addition, since MLP1 correctly predicts583

all the labels of synthetic images, it should have all the information of the labels. However, we observe that the584

empirical distribution estimates I(Y ;Ti) = 0.7 bits, which contradicts the fact. As a comparison, the proposed585

method based on Gibbs distribution accurately estimate the information flow in MLP1.586

Figure 13 shows the estimation of I(X;Ti) and I(Y ;Ti) in MLP2 derived by the three methods. As shown in587

Figure 4, MLP2 quickly learns all the features of the synthetic dataset, thus I(X;Ti) should have an increasing588

trend as training epochs increases. However, I(X;Ti) estimated by the empirical distribution shows a decreasing589

trend, which contradicts the variation of the weights shown in Figure 4. Therefore, the empirical distribution590

does not accurately estimate I(X;Ti) in MLP2. In addition, Section 4.2 shows that Tanh hinders t1 from591

correctly recognizing the features of input, thus t1 in MLP2 does not contain too much information of X , i.e.,592

I(X;T1) is small. However, KDE estimates I(X;T1) > 1.5, i.e., t1 in MLP2 has most information of X .593

Therefore, KDE does not correctly measures the effect of activation functions on the mutual information.594
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Figure 13: The estimation of I(X;Ti) and I(Y ;Ti) in MLP2 based on the three mutual information estimators.
All the x-axis index training epochs.

G.3 Activations do not satisfy the i.i.d. prerequisite of non-parametric models595

In this section, we demonstrate that one reason for non-parametric models deriving poor mutual information596

estimation is because activations do not satisfy the i.i.d. prerequisite of non-parametric models.597

Given an input x ∈ RM , we define the corresponding multivariate random variable as X = [X1, · · · , XM ],598

whereXm is the scalar-valued random variable of xm. In the context of frequentist probability, all the parameters599

of MLPs are viewed as constants, thus the random variable of 〈ω(1)
n ,x〉 =

∑M
m=1 ω

(1)
mn · xm + b1n is defined600

as G1n =
∑M

m=1 ω
(1)
mnXm + b1n, and the random variable of the activation t1n = σ1(〈ω(1)

n ,x〉) is defined601

as T1n = σ1(G1n). Therefore, the multivariate random variable of t1 = [t11, · · · , t1N ] can be defined as602

T1 = [T11, · · · , T1N ]. Similarly, we define the multivariate random variable of t2 as T2 = [T21, · · · , T2K ] and603

the multivariate random variable of ŷ as Ŷ = [Ŷ1, · · · , ŶL].604

Samples being i.i.d. is the prerequisite of applying non-parametric models, e.g. the empirical distribution and605

KDE, to model the true distribution of a random variable [40]. In the context of MLPs, most previous works606

regard the activations of a layer as the samples of the random variable of the layer, and use non-parametric607

models to simulate the distribution of the layer. As a result, activations must be i.i.d. samples.608

Since the necessary condition for samples being i.i.d. is the samples being uncorrelated, we can use the sample609

correlation to examine if activations being i.i.d.. More specifically, given two i.i.d. input samples xj and xj ′,610

the two activation vectors of the ith hidden layers are tji and tj
′

i . If tji and tj
′

i are i.i.d. samples of Ti, the sample611

correlation R(tji , t
j′

i ) must be zero, namely612

R(tji , t
j′

i ) =

∑N
n=1(tjin − t̄

j
i )(t

j′

in − t̄
j′

i )√∑N
n=1(tjin − t̄

j
i )

2∑N
n=1 (tj

′
in − t̄

j′
i )

2
= 0, (66)

where t̄ji = 1
N

∑N
n=1 t

j
in, and N is the number of neurons in ti.613

To study the sample correlation between activations given different samples, we use the Adam to train a MLP on614

the MNIST dataset [20] over 200 epochs with the learning rate α = 0.0005. Since the dimension of each image615

is 28× 28, the number of the input nodes is M = 784. In addition, t1, t2, and ŷ have N = 96, K = 32, and616

L = 10 neurons/nodes, respectively. All the activation functions are Tanh.617

After training, we derive R(tji , t
j′

i ) on 5000 training samples {xj}5000j=1 and show the result in Figure 14. In618

particular, we rearrange the order of {xj}5000j=1 such that images with the same label have consecutive index, i.e.,619

images with the label l has the index [l × 500, (l + 1)× 500), thus we can easily check the sample correlation620

between activations with the same label. Figure 14 shows that the sample correlation between activations with621

the same label becomes larger as the layer is closer to the output. In other words, activations are not i.i.d..622

Therefore, it is invalid to apply non-parametric models to model the true distribution of all the layers of the MLP,623

because activations do not satisfy the i.i.d. prerequisite of non-parametric models.624
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Figure 14: The first row shows that sample correlation between different samples/activations in each layer of
the MLP after training. The second row shows the variation of the average sample correlation between different
activations with different labels and with the same labels in each layer during training.

More specifically, Figure 14 shows that the sample correlation between each pair of training samples {xj}5000j=1625

is very small, thus i.i.d. can be viewed as a valid assumption for the input samples {xj}5000j=1 . However, we626

observe an ascending trend for the sample correlation between different activations with the same label as the627

layer is closer to the output. For instance, the pixels at the top-left corner of R(tji , t
j′

i ) becomes lighter as the628

layer is closer to the output, i.e., the sample correlation between the activations with the label 0 becomes larger.629

In addition, the second row of Figure 14 also show the ascending trend, i.e., r̄same(t
j
1, t

j′

1 ), r̄same(t
j
2, t

j′

2 ), and630

r̄same(ŷ
j , ŷj′) converge to 0.55, 0.79, and 0.84, respectively, where r̄same(t

j
i , t

j′

i ) denotes the average sample631

correlation of {tji}
5000
j=1 with the same label in the ith hidden layer.632

As a comparison, Figure 14 shows that the sample correlation of activations with different labels being relatively633

stable in different layers, because r̄diff(t
j
1, t

j′

1 ), r̄diff(t
j
2, t

j′

2 ), and r̄diff(ŷ
j , ŷj′) converge to 0.29, 0.27, and 0.33,634

respectively, where r̄diff(t
j
i , t

j′

i ) denotes the average sample correlation of {tji}
5000
j=1 with different labels.635

In summary, the sample correlation of activations with the same label becomes larger as the layer is closer to the636

output, thus activations being i.i.d. is not valid for all the layers of the MLP. As a result, non-parametric models,637

e.g., the empirical distribution and KDE, cannot correctly simulate the true distribution of all the layers, thus638

they are invalid for estimating the mutual information between each layer and dataset.639

H Experiments on benchmark dataset640

To further demonstrate the information theoretic explanations for DNNs, we design more complicated neural641

networks and conduct experiments on the bechmark MNIST and Fashion-MNIST (abbr. FMNIST) dataset. The642

experiment codes are also available online7.643

H.1 Experiments on the MNIST dataset644

We design three MLPs, namely MLP4, MLP5, and MLP6, and summarize the architectures of the three MLPs in645

Table 4. We train the three MLPs on the MNIST dataset by Adam [15] over 500 epochs with the learning rate646

α = 0.0005. Based on the mutual information estimator proposed in Section 4.1, we measure the information647

flow in the three MLPs during 500 training epochs.648

In Figure 15, we observe that the information flow of X in the three MLPs does not satisfy the Markov chain,649

namely Equation (2), proposed by previous works, i.e., we further confirm that Equation (2) does not fully650

characterize the information flow of X , especially when taking into account of the back-propagation training.651

Moreover, the second and the third row of Figure 15 show I(X̄;T1) ≥ I(X̄;T2) ≥ I(X̄; Ŷ ) and I(Y ;T1) ≤652

I(Y ;T2) ≥ I(Y ; Ŷ ) in all the three MLPs, which further validate that Corollary 1, i.e., Equation (14), correctly653

characterizes the information flow in MLPs.654

The last row of Figure 15 shows that I(X;TMLP) > H(Y ) and I(Y ;TMLP) = H(Y ) for most epochs in all the655

three MLPs. Though H(X) is unknown for the MNIST dataset, we still can conclude that the three MLPs form656

three compressed representations of the data while preserve all the information of the labels. Hence, Figure 15657

further confirms that a MLP satisfies the IB principle no matter what the architecture of the MLP is.658

7https://github.com/Dlib-NeurIPS/Deep-Learning-Information-Theory
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Table 4: The number of neurons(nodes) and the activation function in MLP4 - MLP6

x t1 t2 ŷ σ(·)
MLP4 784 (28× 28) 96 32 10 ReLU(z) = max(0, z)
MLP5 784 (28× 28) 96 32 10 Tanh(z) = (ez − e−z)/(ez + e−z)
MLP6 784 (28× 28) 32 96 10 ReLU
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Figure 15: The information flow in MLP4, MLP5, and MLP6 on the MNIST dataset. All the x-axis index
training epochs. In each column, the first three figures show I(X;Ti), I(X̄;Ti), and I(Y ;Ti) respectively. The
forth figure shows I(X;TMLP) and I(Y ;TMLP) in a MLP. The pink line denotes H(Y ) = log210.

H.2 Experiments on the Fashion-MNIST dataset659

We design three MLPs, namely MLP7, MLP8, and MLP9, and summarize the architectures of the three MLPs in660

Table 5. Compared to the MLPs on the MNIST dataset, the three MLPs has one more hidden layer and each661

hidden layer has more neurons, i.e., the MLPs are more complicated. Similarly, we train the three MLPs by662

Adam [15] over 500 epochs with the learning rate α = 0.0005. Based on the mutual information estimator663

proposed in Section 4.1, we measure the information flow in the three MLPs during 500 training epochs.664

Figure 16 shows similar results as Section 4.3 and Section H.1, thus it further confirms the information theoretic665

explanations for DNNs.666

Table 5: The number of neurons(nodes) and the activation function in MLP7 - MLP9

x t1 t2 t3 ŷ σ(·)
MLP7 784 (28× 28) 256 128 96 10 ReLU(z) = max(0, z)
MLP8 784 (28× 28) 256 128 96 10 Tanh(z) = (ez − e−z)/(ez + e−z)
MLP9 784 (28× 28) 96 128 256 10 ReLU
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Figure 16: The information flow in MLP7, MLP8, and MLP9 on the MNIST dataset. All the x-axis index
training epochs. In each column, the first three figures show I(X;Ti), I(X̄;Ti), and I(Y ;Ti) respectively. The
forth figure shows I(X;TMLP) and I(Y ;TMLP) in a MLP. The pink line denotes H(Y ) = log210.
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