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• Image denoising without clean images
- Classical denoising methods (Ex. BM3D, WNNM)

- Time and computation consuming
- Recently, several neural network based methods are proposed

- Consider different settings, such as

We consider more challenging settings!

• Contributions of our work
- Propose “Noisy N2N” as a core motivation
- Devise three components of GAN2GAN
- Achieve state-of-the-art performance in various datasets

• The core motivation: “Noisy N2N”
- consider a single-letter Gaussian noise setting
- Let ,  in which                          and
- The noisy observation of a noisy version of

‣ and                              , 
in which                              and

- “Noisy” N2N estimator of     given

- In which,                     and assume that 

Q) What happens when we use the mapping                          
for estimating         given                          ?

- For a sufficiently large       ,                              gives a better
estimate        than

• Iterative “Noisy N2N”
1. Start from a noisy estimate of X
2. Simulate the noise in image
3. Carry out the N2N training
4. Do iteratively

• Notations and settings
- Consider the noisy image

‣ : clean image
‣ : the zero mean, additive and source-independent noise

• Component 2: Training a generative model
- Overall structure and loss functions

• Component 1: Noise patch extraction
- Propose to use the 2D discrete wavelet transform (DWT)

‣ and                      is hyperparameter
‣ Determine       is smooth if it satisfy above rule

- Once       patches are extracted from
‣ Subtract each patch with its mean pixel value
‣ Obtain a set of ‘noise’ patches, 

- Obtain a noise generator and rough denosier

- To approximately solve,

‣ is the hyperparameters

• Component 3: Iterative GAN2GAN
- Carry out the iterative Noisy N2N with generators ,
- 1st iterative GAN2GAN
‣ Generate the pairs for collecting given

‣ A denoiser                is trained by

- 𝒋 -th iterative GAN2GAN (with 𝑗 ≥ 2)
‣ Generate        using            and
‣ A new denoiser              is obtained by

Replace and 
perform iteratively

Warm-starting
from

• Experimental result on a synthetic noise
- Training data: BSD400, Test data: BSD68, Model: DnCNN
- Gaussian noise

- Mixture/Correlated noise

• Experimental result on a real noise
- The source-independent and pixel-wide correlated real noise

the empirical standard deviation
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