Supplemental material
Bounded logit attention: Learning to explain image classifiers

A User study

#Two systems (A and B) were trained to differentiate dog breeds. Both systems decide for class *briard* in this example.
Below, the two different systems show you on which parts of the image they base their decision.
Which system behaves more reasonably?

Input Image System A System B

@ Choose one of the following answers

System A
System B

Both systems are equally reasonable

@ The colors of the visualizations shown in the survey indicate how important a particular image region is for the prediction of the system:
neutral very important

Figure S1: A question to users, here L2X-F (“System A”, not to be confused with dataset A) vs.
BLA-T (“System B”). Non-rearranged version of Figure 5.
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Figure S2: More detailed results of user study.
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Gender
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Figure S3: Gender of the study participants.
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Figure S4: Age of the study participants.
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Figure S5: Machine learning/artificial intelligence (ML/AI) experience of study participants.
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Figure S6: Explainable artificial intelligence (XAI) experience of study participants.



B Understanding the BLA explanation module
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Figure S8: L2X-F — StanDogs dataset
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Figure S9: L2X-F — CUB-200 dataset
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Figure S10: BLA — CvsD dataset
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Figure S11: BLA — StanDogs dataset

Figure S12: BLA — CUB-200 dataset
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Figure S13: BLA-T — CvsD dataset

Figure S14: BLA-T — StanDogs dataset
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Figure S15: BLA-T — CUB-200 dataset
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Figure S16: BLA-PH — CvsD dataset
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Figure S17: BLA-PH - StanDogs dataset

Figure S18: BLA-PH — CUB-200 dataset
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C More context: attention with global concept vector
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Figure S19: Attempt of using Jetley et al. (2018) for explainability.
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