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Abstract

In this paper, we propose a novel approach called
DIffusion-guided Dlversity (DIDI) for offline
behavioral generation. The goal of DIDI is to
learn a diverse set of skills from a mixture of
label-free offline data. We achieve this by lever-
aging diffusion probabilistic models as priors to
guide the learning process and regularize the pol-
icy. By optimizing a joint objective that incor-
porates diversity and diffusion-guided regulariza-
tion, we encourage the emergence of diverse be-
haviors while maintaining the similarity to the
offline data. Experimental results in four decision-
making domains (Push, Kitchen, Humanoid, and
D4RL tasks) show that DIDI is effective in dis-
covering diverse and discriminative skills. We
also introduce skill stitching and skill interpola-
tion, which highlight the generalist nature of the
learned skill space. Further, by incorporating an
extrinsic reward function, DIDI enables reward-
guided behavior generation, facilitating the learn-
ing of diverse and optimal behaviors from sub-
optimal data.

1. Introduction

Offline reinforcement learning (RL) has shown great
promise in enabling agents to learn from past experiences
without further interaction with the environment (Levine
et al., 2020; Brandfonbrener et al., 2021; Janner et al., 2021).
Naturally, it eliminates the need for time-consuming and
costly online exploration and enables learning from pre-
collected large datasets. However, one inherent requirement
of this formulation is that the offline data must be labeled
with rewards, which guide the learning process of the policy.
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In practice, a significant portion of datasets is often collected
without reward labels, posing challenges in learning a useful
policy from such a reward-free dataset, particularly when
the offline data is suboptimal or noisy.

Moreover, offline real-world data is typically collected from
a mixture of different data-collecting policies, resulting in
datasets that exhibit multimodality and diversity (Wang
et al., 2022; Shafiullah et al., 2022; Chen et al., 2022).
Learning directly from such datasets may lead to suboptimal
performance or bias the learned policy towards a specific
behavior. Recent studies have explored incorporating ad-
ditional contextual variables (Zhou et al., 2021; Liu et al.,
2023b) or utilizing powerful model architectures (Chi et al.,
2023; Furuta et al., 2021) to learn a set of behaviors from
the dataset. However, a major limitation of these methods
is the lack of encouragement for the emergence of diverse
behaviors. In practical applications, the ability to command
the diversity of behaviors is often desired, rather than solely
generating a set of optional behaviors.

To address these challenges, we propose a novel approach
called DIDI (DlIffusion-guided Dlversity) for offline behav-
ioral generation. The objective of DIDI is to learn optimal
and diverse behaviors from a mixture of label-free offline
data. To achieve controllable behavioral generation, we
introduce a contextual policy that can be commanded to
produce a specific behavior. The learning of the contextual
policy is guided by a diffusion probabilistic model acting as
a regularization prior.

Yet, supervising the contextual policy with diffusion model
is not trivial, since we cannot directly obtain <contextual in-
put, behavior target> pairs from the diffusion model. To this
end, we draw inspiration from online unsupervised RL and
employ a three-step process: First, we command the contex-
tual policy to produce a pseudo-behavior. Then, we use the
diffusion model to relabel the pseudo-behavior and obtain a
proxy-target. Finally, using the relabeled <contextual input,
proxy-target> , we can supervise the learning of the contex-
tual policy. The key insight is that the relabeling (noising
and denoising) process of the diffusion model allows us to
obtain a relabeled proxy-target, effectively bringing it back
to the offline data distribution and thus eliminating the po-
tential out-of-distribution (OOD) issues in offline settings.

We empirically evaluate our DIDI approach in four decision-
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making domains: Push, Kitchen, Humanoid, and D4RL
tasks. Across various action/observation spaces, our results
demonstrate that DIDI successfully discovers diverse and
discriminative skills. Compared to alternative baselines,
DIDI generates more diverse behaviors and achieves supe-
rior performance. Additionally, we showcase the generalist
nature of the learned skill space by illustrating skill stitch-
ing and interpolation. Finally, assuming the availability of
extrinsic rewards, we show that DIDI can produce diverse
and optimal behaviors.

The contribution of this paper can be summarized as follows:
1) We propose DIDI, a novel approach for offline behavioral
generation that utilizes a diffusion probabilistic model as
a prior to guiding the learning of a contextual policy. 2)
Through extensive experiments, we demonstrate the effec-
tiveness of DIDI in discovering diverse and discriminative
skills, as well as generating optimal behaviors with new ex-
trinsic rewards. 3) Furthermore, we illustrate the generalist
nature of the learned skill space through skill stitching and
interpolation.

2. Related Work

This work resides at the intersection of offline reinforcement
learning (RL), unsupervised skill learning, and diffusion
probabilistic models. In this section, we provide a concise
overview of the related work in these domains.

2.1. Offline Reinforcement Learning

Offline reinforcement learning (RL) refers to the setting
where the agent learns from a fixed reward-labeled dataset
without further interaction with the environment. To ad-
dress the potential out-of-distribution (OOD) problem, re-
cent works have introduced various designs to ensure the
learned policy aligns with offline data distribution. These de-
signs range from policy constraints (Fujimoto & Gu, 2021;
Wau et al., 2019; 2022) to value regularization (Kumar et al.,
2020a; Kostrikov et al., 2021; Liu et al., 2023c¢), and from
iterative optimization (Kumar et al., 2019; Zhuang et al.,
2023; Yu et al., 2021) to non-iterative frameworks (Emmons
et al., 2021; Chen et al., 2021; Liu et al., 2023b; Lai et al.,
2023; Zhuang et al., 2024). However, these methods are
limited to learning a single policy and rely on extrinsic re-
ward labels. Alternatively, some works propose using expert
demonstrations (Zolna et al., 2020; Liu et al., 2023a; Kim
et al., 2021; Liu et al., 2023d; Sun et al., 2023) or human
preferences (Shin et al., 2021; Kang et al., 2023) to guide
offline policy learning. However, both of them require addi-
tional extrinsic supervision (using rewards, demonstrations,
or preferences), which may not be available in practice.
Moreover, the learned policy in these methods tends to be
biased towards a single behavior, especially when the dataset
contains multiple behaviors. In contrast, our method can

learn a diverse set of behaviors from the dataset without
requiring any extrinsic supervision.

2.2. Unsupervised Skill Learning

Unsupervised skill learning aims to learn a set of skills
from unlabeled interactions. Typically, unsupervised skill
learning methods can be categorized into two groups: on-
line setting and offline formulation. In online RL, skill
learning is often formulated through the lens of empower-
ment (Laskin et al., 2022; Liu et al., 2022; Tian et al., 2021a;
Achiam et al., 2018; Eysenbach et al., 2018; Sharma et al.,
2019; Tian et al., 2021b; Liu et al., 2021), which seeks to
maximize the mutual information between the skill and the
induced behavior. In contrast, offline skill learning is often
formulated as a behavioral cloning problem (Furuta et al.,
2021; Chi et al., 2023), which directly fits a policy from the
dataset. However, such a formulation inherently imposes
burdens to the fitting model, especially when the offline
data is multi-modal or noisy. Also in the offline setting, our
DIDI method explicitly inherits the empowerment objec-
tive and uses a diffusion probabilistic model to guide the
empowerment optimization. Compared with existing of-
fline learning methods that heavily rely on the fitting model
itself, one key difference is that we explicitly introduce
a behavioral diversity objective, actively encouraging the
emergence of diversity.

2.3. Diffusion Probabilistic Models

Diffusion probabilistic models have emerged as powerful
tools for modeling complex data distributions, surpassing
previous methods in terms of sample quality and diver-
sity (Tevet et al., 2022; Zhang et al., 2022; Zhu et al., 2023).
For decision-making tasks, recent works have shown that
diffusion models can be used to model the policy/value net-
work (Wang et al., 2022; Hansen-Estruch et al., 2023), serve
as a planner (Janner et al., 2022; Liang et al., 2023; Mishra
et al., 2023), or act as a data synthesizer (Lu et al., 2023;
Yu et al., 2023; Chen et al., 2023; He et al., 2023). In our
work, we employ a diffusion probabilistic model as a prior
to guiding the learning of contextual policy, akin to (but
extending beyond) the role of a data synthesizer.

3. Preliminaries
3.1. Offline Reinforcement Learning

Throughout this work, we consider reinforcement learn-
ing (RL) in the framework of Markov decision process
(MDP) specified by the tuple M = (S, A, T,7,p0,7),
where S and A represent the state and action space re-
spectively, T (s;+1|st,a;) denotes the transition dynam-
ics, r(s¢, a;) denotes the reward function, py(so) denotes
the initial state distribution, and ~ denotes the discount
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factor. In an environment (MDP), the goal of RL is to
learn a (stationary) policy mg(a|s;) that maximizes the ex-
pected discounted return J(7g) = Er, 7y [R(T)], where

R(1) = ZtT:O v'r(st,a;) denotes the discounted return
of a trajectory T := (s, ag, - - ., ST, ar), and we overload
notation 7y(7) to represent the probability of trajectory
T generated by running policy mp(a;|s;) in the environ-
ment with transition dynamics 7: mp(7) = 19 @ T :=
po(so)ma(@olso) [T/ 2y T(sev1lse ar)mo(arlsia).

In offline RL (Levine et al., 2020), the agent only has access
to a static dataset D := {7|7 ~ 7p(7)} generated by one
or more behavioral policies 7p, and cannot interact further
with the environment. Thus, model-based offline RL algo-
rithms propose that we can learn a proxy transition model

T(st41lst,a;) = argmaxsEp [log 7A'(st+1 |st, at)} and
optimize the regularized objective:

g;a;_( Ery -(r) |:R(T) + log mp (1) — log 71'077—(7')} , (D)
where 7, +(T) = mp ® 7 denotes the trajectory distribu-
tion generated by running policy 74(als) in the proxy en-
vironment ’f(stH st, a¢). Briefly speaking, the additional
regularization (log 7p (7) —log my (7)) in Equation 1 rep-
resents a KL divergence, encouraging the new rollout trajec-
tory 7, +(7) does not deviate heavily from the offline data
distribution 7p (1), and such divergence can be replaced by
other measure instances.

3.2. Emergence of Online Diverse Behaviors

In this work, we consider learning a latent-conditioned pol-
icy mg(ay|st, z), where the latent variable z € R? is drawn
from a prior (skill) distribution z ~ p(z). Then we define
the joint latent-variable trajectory distribution (in online
environment) 7y (7,2) = p(z)mp(7|2z), where mg(7|2z) =
po(s0)ma(@0lso, z) [T}y T (Stw1/8e, ae) o (ars1]8e41,2).
To encourage the emergence of diverse behaviors, we
maximize the mutual information between trajectories and
latent variables (Eysenbach et al., 2018; Sharma et al.,
2019) along with the return (Kumar et al., 2020b):

Ir71rax [(T; Z) =+ EP(Z)J"Q(T‘Z) [R(T)]

0
= Ep(2),70(r|2) log p(2|T) —log p(z) + R(T)],
If we remove the above R(T) term, it corresponds to the
pure unsupervised RL objective. To optimize above objec-
tive, we can approximate p(z|7) with a learned discrimina-
tor network ¢, (z|7) and derive the evidence lower bound:
max By, ;) x, (r]2) 08 ¢4 (2| 7) —log p(z) + R(7)]. (2)

To,9¢

Besides the trajectory-level diversity as described above,
we can alternatively choose to maximize the mutual infor-
mation between next-states and skills: max I(s¢41;z|st),

encouraging different skills, m(ay|s;, -), to visit different
states, or to maximize I (sr;z), encouraging different skills
to reach different final states.

3.3. Diffusion Probabilistic Model

Diffusion models are a class of likelihood-based models that
generate samples by gradually removing noise from a sig-
nal. Specifically, denoising diffusion probabilistic models
(DDPMs, Ho et al. (2020)) generate samples T := 79 by re-
versing a Gaussian noising process' (superscript n € [0, N|
denotes the number of diffusion iteration):

p(r™) = N(0.1),
pe(,r'n—lh_n) — N(Tn—1|'u0(7_n’ n)7 ZO(TTL’ n))7 (3)

N
pQ(TO) _ /p(TN) H pg(‘l’n71|1’n)dT1:N,

where pg(7™,n) and Xy(7",n) are learned neural net-
works. In general, we learn § by maximizing a variational
lower bound of the log likelihood E , (o) [log Do (TO)] :

Eq(TO,‘rliN) [logpe(Tov TI:N) - log Q(T1:N|TO)} , @

where the expectation ¢(7°, 71V) 1= 7p (79)g(7 1V |70)
is a forward Gaussian noising process.  According
to a predefined schedule (1,...,5y, DDPM sets the
forward Gaussian noising process with g(71V|70) =
Hle N1 =B, L, B,0). With o, :== 1 — 3,
and &, 1= H?:l a;, we can write the marginal distribution
q(T"|7°) = N(7"|/a,7°, (1 — a,)I) and express 7" as:
(1% €) = Va,t° + (1 — &,)e, € ~ N(0,I). In im-
plementation, instead of directly predict 70 (maximizing
Equation 4), we can alternatively predict the noise € added
to 70, and learn the diffusion parameters 6 with

n;linEm‘r",e [He - GQ(Tnvn)HQ} ) ©)

where the expectation E,, -~ ¢ is specified by Equation 4
(Ho et al., 2020). At testing/inference, we can then use Equa-
tion 3 to conduct the generative process by progressively
denoising a noisy input starting from 7% ~ A(0,I).

4. Diffusion-Guided Behavioral Diversity

As described in Section 3.2, encouraging diversity (for the
contextual policy mg(a¢|st,z)) requires us to keep track
of the mutual information between trajectories (or states)
and latent variables z. In online RL, we can model the
conditional distribution 7y (7|z) with the actual rollout in
the environment, e.g., 79(7|2z) = w9 ® T. However, we

'Note that in this paper, we use superscript n € [0, N] to
denote the number of (forward or reverse) diffusion iterations, and
use subscript t € [0, T] to denote the time-step along a trajectory.
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consider this problem in the context of an offline RL setting
that prohibits the online interaction with the environment.

Following the model-based offline RL formulation, one
straightforward solution is to learn an additional dynam-
ics model 7 that substitutes the rollout distribution with
Ty #(T|2) = T ® 7. In implementation, such solution

(learning 7y (a¢|s:, z) with Equation 2 over the proxy 7)
can easily exploit the inaccuracies of the learned 7 and en-
counter unreasonable behaviors. Thus, typical model-based
offline RL algorithms incorporate additional uncertainty es-
timation or conservatism into the policy training (Yu et al.,
2020; Kidambi et al., 2020), while such uncertainty estima-
tion or conservatism conflicts with our diversity objective.

In this work, we advocate a single network for both policy
learning and dynamics modeling, avoiding compounding
rollout errors over an additional proxy dynamics model. We
formulate such network as a sequence model, wg(7|s;, z),
where T3 := [s, a¢,S¢41,. - ., ST, ar]. Here, the subscript
t of trajectory T indicates the starting time of the trajectory.
At testing, we then execute the first action a, of the predicted
T ~ mo(T¢|St,2) at state s; given skill z. For simplicity
of notation, we also denote such action selection by a; ~
WQ(Tt‘St, Z).

4.1. Planning with Diffusion Models

Following Diffuser (Janner et al., 2022), one can first learn
a diffusion model 7y, (7¢|s;) to approximate the offline data
distribution 7p (7+) with Equation 5. Then, at inference, we
can model RL as conditional sampling over the learned dif-
fusion model. Specifically, to encourage diverse behaviors,
we approximate the reverse process (Equation 3) with

W@(Tt|st7 Z) = pd)(TtO|St7 Z)a

pl/J(Ttn_1|Ttn’ St,2) = N (TZL_1|M1/1 + 92y, Ew) )

where 1p and Xg are the corresponding parameters in Equa-
tion 3, and g := V,» (q¢(z|7") + R(7{")) denotes the di-
versity and reward-maximizing guidance. Intuitively, adding
the gradient g to each reverse step will encourage the final
7 incorporating both the diversity (g¢) and reward (R)

information, and towards the desired behavior.

However, iterating the reverse denoising process specified
by Equation 6 leaves two main questions unanswered: 1) It
remains unclear how to obtain a pre-trained skill discrimi-
nator ¢y to guide the denoising process. Note that training
g is inherently different from the training of R(7™) that is
orthogonal to the diffusion training. To derive an optimal
discriminator g4 (z|7;), we need a meaningful trajectory T,
which in turn depends on the performance of g, (z|7;) that
will guide the conditional diffusion sampling (Equation 6).
2) Performing action inference requires performing iterative
denoising process (Figure 1 top), which hinders their use

Diffuser: (reward-guided denoising )

€,..€ <
D(1) — To(Te) St N>tV 1> o o) > ay
\—v—l
\ iterating over § (Equation 6)
'DIDI (with a single skill):

Ty (Tt) N ie St

D(r) — o (7e)

Ty > Q¢
L J
L\l
single-forward pass over 6

diffusion model  single-forward model | training | | testing |

Figure 1. Comparison between Diffuser (Janner et al., 2022) and
our DIDI (with a single skill, i.e., assuming p(z) = §(2)).

in some real-time tasks. Even though Janner et al. (2022)
propose the warm-starting diffusion for faster planning, com-
pared to the standard single forward-pass though inference
networks, which still requires a large number of forward and
backward (calculating gradient g) computations in all. To re-
lax the burden of inference time, setting too small denoising
step will suffer a clear performance degradation.

In the next subsection, we will discuss how we can ad-
dress the above two challenges by incorporating pre-trained
diffusion models (as priors) into the diversity-guided and
reward-maximizing objective, and deriving a well-shaped
policy network 7y (7S, z) that can directly produce deci-
sion action through a single forward-pass at inference, as
shown in Figure 1 bottom.

4.2. Diffusion Probabilistic Models as Priors

Recall that our goal is learning diverse skills/behaviors,
formulated by contextual policy 7y (7 |s, 2), in the offline
RL setting. We first lay out a general formulation for such
an objective by combining Equations 1 and 2: (next, we will
mark 7, with pink to emphasize that 7; is the output of our
learning policy 7y (7¢|s¢, z), different from the offline 7 ~
7mp(7¢) used to train the diffusion prior ¢ as in Equation 8.)

max E, s, [log qs(z|7:) — log p(z) +R(7:)+

emergence of diversity
log mp(7¢) — log mo(71)], (M

offline regularization

where the expectation E, g, -, := EP(Z)J"’D(St)ﬂ'B(T[ Ise,2)"

Learning diffusion priors. For the offline regularization
term in Equation 7, we first approximate the offline data
distribution 7rp () with a forward KL objective (be similar in
spirit to Fujimoto & Gu (2021)) that learns a unconditional?

*The corresponding conditioned diffusion is 7y (77"~ " |7{", 2)
that can not be trained directly because the “label” g, (z|7¢") is not
accessible in the offline RL setting, as described in Section 4.1.
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diffusion generative model 7, (7;"~'|7}*) by maximizing:

H}%X Erymrp(r) 08 Ty (T2)] (®)
and implement it with Equations 4 and 5. Compared to the
popular offline RL methods, such prior learning wrt 7, is
similar in spirit to the typical behavior-policy pre-training
step, and approximating with the forward KL also resembles
the general BC loss for behavior-policy modeling.

Note that here we denote the diffusion parameters by
instead of 6, emphasizing that 7, is only used during policy
training (as priors) and it will not serve as an inference
network at testing. Prior diffusion-based RL (Janner et al.,
2022) conducts inference directly over the diffusion model,
which will hinder the learning of diverse behaviors (discrim-
inator g4, Section 4.1), and encounter expensive inference
time at testing, as described in Figure 1 fop.

Incorporating priors into skill learning. In essence, given
offline data 70 := 7 ~ pp(7), diffusion model 7, is
trained by introducing new latent variables TN (Equa-
tion 4) that is specified by a simple diffusion forward (nois-
ing) process q(T} V| ) Here we show how to incorporate
such latent Varlables 7Y into Equation 7 and use the pre-
trained diffusion model 7, to regularized the contextual
policy 7o (7¢|st, 2).

Assuming trajectory 7, ~ mg(7;|s¢, z) involves latent vari-
ables Vi, ie., 7r9.(7',,|st,z) = fw o (T, Vi|se, z)dvy, we
can rewrite Equation 7 as:

]EZ,S{,7T/ [IOg Q¢(Z|Tﬁ) - 1ng(z) + R(TT)] + (9)
]Ezﬁtﬂ'/ [Eq(VI‘n) [log ﬂ-'D(T/J Vt) - lOg o (T/ ) thsta Z)H )

where g (7¢,vi|st,z) = mo(7t|st, z)q(ve|T). Then, we
can specify the output of my(7¢|s¢,z) as the instance of
7! that can render a diffusion forward (noising) process
q(7}"|7) in diffusion probabilistic models, e.g., 7 := 7,
and thus we can formulate ¢(v;|7;) as the corresponding
noising process, e.g., setting vy := 7"

More importantly, such formulation naturally allows us to
replace the distribution 7p (7, v¢) in Equation 9 with our

pre-trained diffusion prior 7y, (Equation 8):

(71, Vi) = 7TD(T/Ule ) < p( "'z H (T, ! ).

Then, analogously to Ho et al. (2020), we can derive the
second expectation in Equation 9 as

Dy (WH(T/ |st, z) H?Tw(ﬂ“h‘ )) +

1:N
Z,St,Tt,T;

Z Dk (q(

n>1

)|, 10)

T )l

Algorithm 1 Diffusion-Guided Diversity (DIDI)

Require: offline dataset 7p (7%) and skill distribution p(z).
Initialize diffusion prior 7y, reward network R, skill dis-
criminator g4 (z|7/") and contextual policy mo(7/"|s¢, z).

1: Train the diffusion prior 7y, with Equation 8.
2: while not converged do
3:  Sample z ~ p(z), sy ~ mp(7t), and n ~ [0, N].
4:  Learn q4(z|7,") and mg(7/"|s¢, 2) with Jpipr.
5: end while
Return: contextual policy a; ~ mg(7/"|st,2).

where ELS“TI - Ep(z),ﬂp (se)mo(Te|se,z)q(T) Nlre)

Intuitively, such an objective suggests that we can use a pre-
learned diffusion model 7, to guide/regularize the learning
policy mg (7¢|s¢, z), thus avoiding the out-of-distribution is-
sues in offline RL settings. Under the diffusion structure, it
not only facilitates learning a single forward policy network
(Figure 1 bottom, somewhat like knowledge distillation?),
but also retains its flexibility of combining with the other
learning objectives, e.g., incorporating the mutual informa-
tion objective in Equation 2.

Combining Equation 10 (after reparametrization in Ap-
pendix A) and the first expectation in Equation 9, we obtain

=E.s, .~ [logqs(z|7) —logp(z) + R(7)]
- Ez7st,'r, I:Eanfﬂve |:H€ - ew(Tf:”? n)HQ]] )

where 7" = /&, 7, + /1 — ay€. Then, using the gradient
back-propagated through the pre-trained diffusion prior 1,
we can learn the contextual policy 7y (7|s, z) and discrim-
inator ¢4 (z|7;") cooperatively. To summarize, we provide
the pseudo-code of DIDI in Algorithm 1.

Jpi(qg, To) :

4.3. Variational Auto-Encoders as Priors

To gain more insight wrt our objective Jpipr, we can also

take variational auto-encoders (VAE) as priors for Equa-

tions 7 and 9. Then, we can first learn a VAE prior —

Genc (V¢|T¢) and pgec(7¢|Vv¢) to approximate the offline data

distribution 7p(7¢) by maximizing:

E. (7T¢) genc (Ve |T¢) logpdeC(Tt|Vt) — log M
DTt )Genc (Ve [Tt p(Vt)

where p(v;) is a fixed prior. Similar to Equation 10, we
can derive an alternative form for the second expectation in
Equation 9:

—Ezsir v [Dxu (o (Te[8e, 2) || qaec(Te|ve))], (1D

where By s, v 1= Ep(a) mp (s0),m0 (71 150,2) e (vi| ) - ItU-
itively, Equation 11 says that we can use the pre-trained

3Compared to prior diffusion methods, we learn ;" and set 7y,
fixed, while DDPM learns 7, and samples 7" from fixed dataset.
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Figure 2. Discovered diverse skills in three domains. We can see that in the Push domain, blocks are pushed to different positions. In
the Kitchen domain, the robotic arm executes distinct actions. In the Humanoid domain, the agent exhibits different movements and
navigates in different directions (the color progression from light to dark indicates the movement progress of the humanoid).

decoder qqe.(T¢|V¢) as a target to learn the contextual policy
mg(7¢|S¢, Z), but it creates a chicken-and-egg problem that
the target fully depends on the output of the learning policy
itself (/eft sub-diagram, see below):

Qdec,

()" IS v sy | (2) T T p(ve) 2 7

As a target for training g As a target for training g

where gene and qqe. are fixed during the learning of 7.

To sidestep this chicken-and-egg problem (leading to un-
stable training and bad local optima), one can sample v;
directly from the “fixed prior” p(v;) that was used to train
the VAE, i.e., replacing genc (v¢|7:) with p(v;) as shown in
the above diagram (right). But one has to keep in mind that,
essentially, the general objective of Jpipy is trying to cluster
offline trajectories into different behavior patterns, which are
specified by the contextual variables z. Sampling v, from
a “fixed prior” and using this as the target for learning 7y
will cause the policy 7y (7;|s¢, z) to fail to capture diverse
behaviors, because the target (ggec (7¢| V), Vi ~ p(v¢)) will
not exhibit diversity according to different z, and as a result,
it will collapse to a single behavior (pursued in normal of-
fline RL). Thus, to encourage behavior diversity, we cannot
arbitrarily separate the chicken-and-egg connection.

Going back to Equation 10, we can find that setting v; =
75N can naturally yield a balance between the emergence

of diversity and the training stability: 1) v; := 7,V

ditioned on the policy’s output 7; according to q(7," " |7;),
which thus reserves the chicken-and-egg connection and
does not sacrifice the diversity, and 2) training stability
would benefit from large diffusion steps N, owing that 7"
approximates a fixed Gaussian prior A/(0,T).

is con-

5. Experiments

In our experiments, we aim to answer the following ques-
tions*: 1) Can DIDI discover diverse and discriminative
skills from a mixture of (label-free) offline data? 2) How
does DIDI compare to other methods? 3) As the key point
of DIDI is to distill a mixture of behaviors into a low-
dimensional skill space, what kind of capabilities can this
skill space empower us with? 4) If an extrinsic reward func-
tion is available, can DIDI learn diverse and optimal behav-
iors from sub-optimal offline data? 5) What are the benefits
of learning a diverse set of behaviors for downstream tasks?

To answer the above questions, we validate our DIDI in
four decision-making domains: Push, Kitchen, Humanoid
(as shown in Figure 2), and D4RL (Fu et al., 2020) tasks.
The Push task, derived from IBC (Florence et al., 2022), is
planning the trajectory to moving a block in a platform with

*The code for our implementation is available at https: //
github.com/huey0528/icml24didi.
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“walking”, (2nd row) “walking” — “turn round” — “walking”, and (3rd

“walking”. In the diagram, we show (left) a “walking forward” skill and (middle) a “crouching” / “turn

round” / “hands up” skill, and we find that when the robot is walking forward and we suddenly switch to the “crouching” / “turn round” /
“hands up” skill, the robot is able to naturally switch the behaviors (right). Then, we proceeded to “walking forward” and the robot could

switch back to walking forward. The color progression from light to dark indicates the movement progress of the humanoid.

a circular end-effector. The Kitchen task (Gupta et al., 2019)
describes the interaction between Franka and seven objects
and includes a dataset of 566 human demonstrations. The
Humanoid task inherits from PHC (Luo et al., 2023), which
focuses on the attainment of high-quality motion imitation.
The D4RL task, as introduced by Fu et al. (2020), provides
a comprehensive suite of benchmark environments designed
for offline RL. Specifically, we utilize the Gym-MuJoCo
tasks, which involve continuous control environments such
as HalfCheetah, Hopper, and Walker2d, to evaluate our
DIDI framework’s performance (given extrinsic rewards).

5.1. Emgerence of Behavioral Diversity

In this section, we investigate the ability of our DIDI ap-
proach to discover diverse and discriminative skills from a
mixture of label-free offline data.

Qualitatively, we visualize the discovered behaviors in Fig-
ure 2. First, we apply DIDI to the Push domain. We can
observe that DIDI can learn diverse behaviors that push
the block to various positions, demonstrating that DIDI can
effectively learn diverse behaviors in this simple task. To
further evaluate the generality of DIDI, we extend its ap-
plication to higher-dimensional state and action spaces in
the Kitchen and Humanoid tasks. In the Kitchen task, DIDI
learns a variety of skills such as opening cabinets and pick-
ing up kettle. Similarly, in the Humanoid task, DIDI learns
skills like jumping, walking forward, and crouching. These

Table 1. Comparison to the behavioral diversity, which qualifies
the variance of the motions across all action types.

PushT PushF Push7 Kitchen
k-means-DI 6.8 10.4 8.1 8.7
VAE-DI 2.5 6.5 7.7 8.3
VAE-DI-fixed 1.6 7.1 5.4 9.0
DIDI 7.2 12.2 10.2 9.8

skills cover a wide range of behaviors and showcase the
ability of DIDI to discover diverse actions in complex tasks.

5.2. Comparison with Alternative Baselines

To further evaluate the effectiveness of our DIDI approach,
we compare it with alternative baselines in terms of skill
discovery and performance across Push (including T-shape,
F-shape, and 7-shape) and Kitchen domains.

Specifically, we compare the diversity of skills discovered
by DIDI with those obtained by alternative methods: k-
means-DI, VAE-DI, and VAE-DI-fixed. For k-means-DI, we
first use k-means to partition the offline data and then learn a
skill policy for each partition; for VAE-DI implementation,
we first learn a VAE prior and then use such a prior to
guiding the contextual policy, as described in Equation 11;
for VAE-DI-fixed, we sample the latent variable v; from the
fixed prior p(vy), and use gaec (V) as a target for training 7.

We analyze the range of behaviors captured by each method
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Figure 4. Discovered diverse and optimal skills in the Push domain (with T-shape, F-shape, and 7-shape blocks). The green block
represents the starting point, the gray block represents the target, and the red curve represents the motion trajectory. We can observe that
in all tasks, green blocks successfully move to the target positions and display different movement trajectories simultaneously.
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Figure 5. Visualization of skill interpolation. We visualize the
top view of skill za and skill zg (Humanoid domain). We can see
that by interpolating the skill space, we can obtain the interpolated
skills that lie between the movement directions of skills z4 and zg.

and assess the diversity of the learned skills. We use the
variance of the motions across all action types as our di-
versity evaluation metric (Guo et al., 2022). We show our
diversity scores in Table 1. The results of the experiment
prove the effectiveness of DIDI, achieving higher diversity
scores. This evaluation provides insights into the ability of
DIDI to discover diverse and discriminative skills from a
mixture of label-free offline data.

5.3. Generalist Skill Space: Stitching and Interpolation

Moreover, we also find that our learned skill space tends to
be a generalist. For the distilled contextual policy 7y (-|s;, 2),
their abilities as generalists make them well-suited for skill
stitching and interpolation.

Skill stitching refers to sequentially combining different
skills to perform complex tasks or solve novel problems. As
shown in Figure 3, we can observe that our agents were able
to stitch together skills seamlessly: (/st row) “walking” —

“crouching” — “walking”, (2nd row) “walking” — “turn
round” — “walking”, and (3rd row) “walking” — “hands
up” — “walking”. And importantly, when we directly com-
mand 7y from skill z, to skill zg, our learned contextual
policy is able to adaptively make adjustments to the actions,
without leading to a collapsing behavioral breakdown due
to a sudden skill switch. Such ability demonstrates the
versatility and adaptability of our contextual policy.

Skill interpolation is another important aspect of our gener-
alist skill space. It involves smoothly generating behaviors
that lie in learned skills. Our agents also exhibit the capa-
bility to interpolate skills, allowing them to perform actions
and generate new skill behaviors that were not explicitly en-
countered during training. In Figure 5, we visualize the top
view of skill z4 and skill zg (Humanoid). We can see that by
interpolating the skill space, we can obtain the interpolated
skills. Thus, such flexibility in skill interpolation showcases
the generalization power of our learned skill space.

Furthermore, the generalist nature of our skill space enables
the acquisition of new skills through a process of skill re-
finement and expansion. Specifically, this process involves
refining existing skills to meet new requirements and ex-
panding the learned behaviors. As we will show in the next
subsection, by leveraging the existing repertoire of learned
skills, our agents can adapt and learn new skills. The abil-
ity to continuously learn and expand the skill space will
contribute to the overall adaptability of our agents.

5.4. Reward-Guided Behavior Generation

In addition to the generalist nature of our skill space, our
DIDI approach also facilitates reward-guided behavior gen-
eration. By incorporating an extrinsic reward function, we
can leverage DIDI to learn diverse and optimal behaviors
even from sub-optimal offline data.
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Table 2. Success rates of Push tasks with obstacles after fine-tuning. The score before the arrow (“—) represents fine-tuning a single
optimal policy, while the score after the arrow represents fine-tuning our DIDI’s behaviors.

RL (10 ep) RL (50 ep) IL (1demo) IL (5 demos)
PushT 0.06—040 0.18—0.58 0.02—0.52 0.14 —0.82
PushF 0.04 - 036 0.10—0.68 0.12—048 0.24 —0.74
Push7 0.10— 044 0.12—0.60 0.10—0.50 0.30 — 0.88

Table 3. Quantitative results on D4RL tasks. Diff.: Diffuser.
ha: halfcheetah. ho: hopper. wa: walker2d. -m: -medium. -me:
-medium-expert. -mr: -medium-replay.

DIDI
skilll ~ skill2  skill3

ha-me  91.6 86.8 88.9 83.0 81.9 86.6
ho-me 1054 107.6 1033 101.2 102.1 101.9
wa-me 108.8 108.1 1069 107.5 1056 106.9

ha-m 440 426 428 43.0 39.7 423
ho-m 58.5 67.6 74.3 70.4 74.1 72.8
wa-m 72.5 74.0  79.6 80.3 78.3 79.1

ha-mr 45.5 36.6 37.7 343 332 34.8
ho-mr 95.0 82.7 93.6 91.5 87.8 96.1
wa-mr  77.2 66.6 70.6 68.9 70.3 68.1

Avg. 77.6 74.7 71.5 75.6 74.8 75.7

CQL DT Diff.

In Push domain, we introduce an additional goal-reaching re-
ward function (in Figure 4, the gray blocks represent the cor-
responding goal state). Then, we combine both the diversity
objective, diffusion regularization, and the goal-reaching
reward function to train the contextual policy. We show
the learned behaviors in Figure 4. We can find that all the
learned behaviors can reach the goal state, meanwhile pro-
viding a rich set of options for the agent to explore and adapt.

Furthermore, we conduct experiments on D4RL tasks, as
shown in Table 3. The results indicate that our approach,
guided by extrinsic rewards, can learn diverse and optimal
skills that achieve comparable performance to standard of-
fline RL methods like CQL and Decision Transformer.

In Figures 7, 8 and 9 (appendix), we visualize the learned
skills by DIDI, VAE-DI, and Diffuser on D4RL tasks. The
visualizations show that the skills learned by DIDI exhibit a
high level of diversity compared to those learned by VAE-DI
and Diffuser. These results provide further quantitative com-
parisons, demonstrating that our approach achieves high
levels of diversity while maintaining competitive perfor-
mance with the guidance of extrinsic rewards.

5.5. Diverse Behaviors for Downstream Tasks

To demonstrate the practical benefits (of diverse behaviors)
on downstream tasks, we conduct tests in two types of down-
stream settings: fine-tuning in a downstream sparse-reward

RL setting and fine-tuning in the few-shot imitation learning
(IL) setting. In three Push tasks (Push T, Push F, and Push
7), we randomly introduced obstacles into the environment
that could block the robot’s path to push the blocks. In
this way, we randomly set up 50 downstream tasks (i.e., 50
random obstacle/goal configurations).

We fine-tune the learned (single) optimal policy parameters
(standard offline RL) for both downstream sparse-reward RL
and few-shot imitation learning settings. However, we only
fine-tuned the skill embeddings (i.e., contextual variables z)
in our DIDI method, keeping the contextual policy param-
eters fixed. Our experimental results are shown in Table 2,
where the online fine-tuning setting provides results for 10
and 50 interactions (episodes) with the environment, and
the few-shot imitation fine-tuning setting provides results
for 1 and 5 demonstrations. In the table, the score before the
arrow (“—”) in each experimental result represents the (fine-
tuned) single optimal policy, while the score after the arrow
(“—") represents the (fine-tuned) DIDI’s policies, where the
score indicates the success rate of Push tasks (with obsta-
cles). We can see that our DIDI method outperforms the
baseline (a single policy) in all tested downstream tasks,
demonstrating the benefits of our approach (learning diverse
behaviors) in enhancing performance in downstream tasks.

6. Conclusion

In this paper, we propose a novel approach called DIDI for
offline behavioral generation, aiming to learn diverse behav-
iors from a mixture of label-free offline data. To control
the behavioral generation, we introduce a contextual policy
that can be commanded to produce specific behaviors. We
then use a diffusion probabilistic model as a prior to guide
the learning of the contextual policy. We also compare our
approach with the use of variational auto-encoders (VAEs)
as priors. We find that our DIDI method better balances
diversity (reserving the chicken-and-egg connection) and
training stability (approximating a fixed Gaussian prior).

Experimental results in four decision-making domains
demonstrate the effectiveness of DIDI in discovering diverse
and discriminative skills, and generating optimal behaviors
from sub-optimal offline data. We also show that DIDI can
be used to stitch skills and interpolate between skills, which
demonstrates the generalist nature of the learned skill space.
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Impact Statement

The potential broader impact of our work lies in several
aspects. Firstly, DIDI addresses the challenge of learning
from suboptimal or noisy offline data without reward labels,
which is a common scenario in real-world applications. By
enabling agents to learn from pre-collected large datasets,
DIDI eliminates the need for time-consuming and costly
online exploration. This can significantly reduce the burden
on data collection and accelerate the development of RL
applications in various domains.

Secondly, DIDI introduces a controllable behavioral gen-
eration approach by incorporating a contextual policy that
can be commanded to produce specific behaviors. This con-
trollability is particularly important in practical applications
where the ability to command the diversity of behaviors
is desired. By allowing users to specify desired behaviors,
DIDI opens up possibilities for personalized and adaptive
agent behavior in areas such as robotics, gaming, and au-
tonomous systems.

Thirdly, DIDI contributes to the advancement of the field
of machine learning by proposing a novel combination of
diffusion probabilistic models and unsupervised RL. This
integration provides a principled framework for incorpo-
rating prior knowledge and regularization into the learning
process, leading to improved performance and interpretabil-
ity of the learned policies. This can have implications for
various machine learning tasks beyond offline behavioral
generation, such as imitation learning, transfer learning, and
model-based RL.
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A. Additional Derivation
Below is a derivation of our objective
Jor = Eqz s, 7 [log q¢(z|7'f) —logp(z) + R(7:)] + Ezs, 7, [En,‘r{’ € [”E — €y (Tf",n)Hﬂ] )

which incorporating a pre-trained diffusion model €, into learning single-forward policy mg(7/"|s;, z).

Starting from the objective in Equation 9 in the main paper,

E, s, [logqs(z|T) —logp(z) + R(7,)] + Ezs, +, [Eq(v\‘n) [log mp (7, vi) — log WQ(TT,Vt‘St,Z)]:I . (Equation 9)

TEq-9-11
we can rewrite the second expectation
Jeg-o-1
= Ezﬁtﬂ'/ [Eq(w\ﬂ,) [IOg TrD(wavt) - 1Og ﬂe(vavt‘staZ)]]
= Ez,st,ﬂ“ Eq(‘r#“\'\ﬂ”) [lOg 7TD(TtU, Ttlzl\v) log 7T9(Tt 77} |St, )H (Tto =T, V= T£11AV')
r r N N
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In the implementation, we set ¢(7/ | 7/’) as a Gaussian noising process, thus the first KL term Dy (q(7/'|7)||p(7/")) is
a constant and can be ignored.

B. Additional Results

In Figure 6, we provide more discovered diverse skills in the Push, Kitchen, and Humanoid domains. By applying DIDI
across different tasks, we observe its flexibility and robustness in learning. In the Push domain, the variation in block
positions highlights DIDI’s effectiveness in handling straightforward tasks. Moving to the Kitchen domain, the range of
learned skills, from manipulation of objects to intricate interactions with the environment, further illustrates its versatility.
Finally, in the Humanoid domain, the development of complex motor skills such as jumping and crouching underscores
DIDTI’s potential in navigating and performing in high-dimensional, dynamic environments.

In Figures 7, 8 and 9, we visualize the learned skills by DIDI, VAE-DI, and Diffuser on D4RL tasks. We can see that the
learned skills (by DIDI) exhibit a high level of diversity (compared to VAE-DI and Diffuser). These results provide further
quantitative comparisons, demonstrating that our approach achieves high levels of diversity while maintaining competitive
performance with the guidance of extrinsic rewards.
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Figure 6. More discovered diverse skills in three domains. We can see that in the Push domain, blocks are pushed to different positions.
In the Kitchen domain, the robotic arm executes distinct actions. In the Humanoid domain, the agent exhibits different movements and
navigates in different directions (the color progression from light to dark indicates the movement progress of the humanoid).
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Skill (Diversity) Visualization. The figures illustrate the learned skills by DIDI, VAE-DI, and Diffuser on the D4RL walker2d
domain. The skills demonstrated by DIDI exhibit a high level of diversity compared to VAE-DI and Diffuser. Each row represents
a different task (walker2d-medium-expert-v2, walker2d-medium-replay-v2, walker2d-medium-v2), and each column compares the

performance of the three methods. The Y-axis represents the state, and the X-axis represents time.
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Figure 8. Skill (Diversity) Visualization. The figures illustrate the learned skills by DIDI, VAE-DI, and Diffuser on the D4RL hopper
domain. The skills demonstrated by DIDI exhibit a high level of diversity compared to VAE-DI and Diffuser. Each row represents a
different task (hopper-medium-expert-v2, hopper-medium-replay-v2, hopper-medium-v2), and each column compares the performance of
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Figure 9. Skill (Diversity) Visualization. The figures illustrate the learned skills by DIDI, VAE-DI, and Diffuser on the D4RL halfcheetah
domain. The skills demonstrated by DIDI exhibit a high level of diversity compared to VAE-DI and Diffuser. Each row represents a
different task (halfcheetah-medium-expert-v2, halfcheetah-medium-replay-v2, halfcheetah-medium-v2), and each column compares the
performance of the three methods. The Y-axis represents the state, and the X-axis represents time.
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