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ABSTRACT

Applying either Parameter-Efficient Fine-Tuning (PEFT) or full fine-tuning to
Large Language Models (LLMs) often results in its inherent limitations. To over-
come this issue, we propose a novel “hybrid fine-tuning” approach that jointly
updates both LLMs and PEFT modules using a combination of zeroth-order and
first-order optimization methods. To analyze this approach, we develop a theo-
retical framework centered on the concept of “hybrid generalized smoothness”,
which accounts for the heterogeneous nature of the optimization landscape in
joint LLM and PEFT training. We provide a rigorous convergence analysis for
the convergence of SGD algorithm under multiple learning rates and demonstrate
its effectiveness through extensive empirical studies across various downstream
tasks and model architectures. Our work not only offers a solution to the practical
challenge of LLM fine-tuning but also contributes a broader theoretical foundation
for analyzing hybrid optimization problems in machine learning.

1 INTRODUCTION

Large Language Models (LLMs) have revolutionized natural language processing (NLP), demon-
strating remarkable capabilities across a wide range of tasks. To adapt these models for specific
domains or to modify their core behaviors, researchers and practitioners commonly employ two
approaches: full fine-tuning (Malladi et al., 2023; Zhang et al., 2024) and Parameter-Efficient Fine-
Tuning (PEFT) methods (Lester et al., 2021; Hu et al., 2021; Li & Liang, 2021).

Full fine-tuning, which involves updating all parameters of an LLM, has been a classical approach
for downstream tasks (VM et al., 2024; Minaee et al., 2024). However, this method is extremely
computationally expensive, requiring the calculation of gradients for the entire model. To address
this limitation, two common approaches have emerged: (1) Zeroth-order full fine-tuning (Malladi
et al., 2023; Zhang et al., 2024): This method approximates gradients without directly computing
them, reducing computational overhead while still allowing updates to all model parameters. (2)
Parameter-Efficient Fine-Tuning (PEFT) methods (Lester et al., 2021; Hu et al., 2021; Li & Liang,
2021): These techniques aim to adapt LLMs by tuning only a small portion of parameters while
keeping the base model frozen. This approach significantly reduces computational requirements
and memory usage.

However, simply applying either of these methods has been shown to be insufficient: The PEFT
method (e.g. LoRA) doesn’t learn new knowledge (Gudibande et al., 2023; Ghosh et al., 2024),
while the zeroth-order full-parameter fine-tuning suffers from slow convergence due to the lack
of gradient information (Nesterov & Spokoiny, 2017). This limitation highlights a critical gap in
current approaches, leading to the following question:

Q: How can we achieve both benefits of full fine-tuning and PEFT methods
while maintaining the efficiency?

To address this challenge, we propose a novel approach, hybrid fine-tuning, which jointly updates
both the PEFT module and the LLM that adapts zeroth-order (ZO) optimization techniques to update
the base model. By leveraging ZO methods, we can perform fine-tuning without calculating the full
gradient of the base LLM, thereby reducing computational costs. Simultaneously, this approach
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allows us to update PEFT modules using the first-order gradient information, boosting performance
beyond traditional zeroth-order full fine-tuning.

However, this new approach also presents new theoretical challenges in the convergence analysis. As
demonstrated in existing literature (Zhang et al., 2019; Carmon et al., 2020), the optimal learning rate
is closely tied to the local smoothness of the loss landscape (i.e. the local gradient Lipschitz constant
L which is further detailed in Section 2.1). The complex architecture of modern large language
models, combined with the heterogeneous nature of our hybrid fine-tuning approach, introduces two
key theoretical challenges:

(1) A dynamic changing gradient Lipschitz constant L: The local smoothness structure of lan-
guage models evolves dynamically during training. This phenomenon, first observed by Zhang
et al. (2019) for LSTM-based language models, extends to transformer-based architectures, un-
derscoring the complexity of LLM fine-tuning. Figure 1a illustrates this dynamic behavior in
OPT-125M (Zhang et al., 2022), a transformer-based language model.

(2) Heterogeneous smoothness across parameters: The base LLM and PEFT modules exhibit
distinct smoothness characteristics. Due to differences in architecture and scale, components in
our proposed hybrid fine-tuning approach naturally possess diverse smoothness properties. This
heterogeneity is demonstrated in Figure 1b, which compares the gradient Lipschitz constants of
different modules.

(a) Log-scale comparison of gradient norm to lo-
cal gradient Lipschitz constant L during OPT-
125M (Zhang et al., 2022) training on the SST2
dataset (Socher et al., 2013). The colorbar indi-
cates the number of gradient updates.

(b) Comparison of gradient Lipschitz constant L
for different modules (OPT-125M and LoRA (Hu
et al., 2021)). The base LLM exhibits a signif-
icantly larger L, necessitating a smaller learning
rate in the gradient updating.

Figure 1: Visualization of smoothness structures in hybrid fine-tuning a large language model. These
complex characteristics pose new challenges for the convergence analysis of traditional optimization
algorithms, motivating us to consider a relaxed smoothness condition, hybrid smoothness (Defini-
tion 2.1), for the hybrid fine-tuning method. More details are provided in Appendix D.

These challenges highlight a significant gap between existing theoretical frameworks and the practi-
cal implementation of hybrid fine-tuning methods: Traditional convergence analysis of optimization
algorithms cannot be applicable for such complicated loss surface, which also leads to the following
central question:

Q: How can we develop a unified theoretical framework that accurately
characterizes the convergence of SGD for hybrid fine-tuning while account-
ing for their distinct characteristics and behaviors?

To answer this question, we develop a novel theoretical framework centered around the concept of
“hybrid generalized smoothness”. This framework provides a more accurate characterization of the
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optimization landscape in joint LLM and PEFT training, enabling rigorous analysis of convergence
properties and optimization dynamics.

1.1 CONTRIBUTIONS

We summarize our contributions as follows:

(1) We introduce the hybrid fine-tuning paradigm, a novel approach that addresses the limitations
of both full fine-tuning and traditional PEFT methods. By combining zeroth-order optimization
for LLMs with first-order methods for PEFT modules, we achieve a balance between adaptation
power and computational efficiency. This innovative strategy allows for more comprehensive
model updates without incurring the full computational cost of traditional fine-tuning.

(2) We develop a comprehensive theoretical framework for analyzing hybrid optimization prob-
lems in the context of hybrid fine-tuning. Our concept of hybrid generalized smoothness (Def-
inition 2.1) extends classical optimization theory to account for the heterogeneous nature of
joint LLM and PEFT training. We provide rigorous convergence analysis for our proposed
algorithm under this new relaxed smoothness condition, establishing a solid theoretical foun-
dation for hybrid fine-tuning approaches. Notably, we analyze SGD with random reshuffling,
a more common variant used in practice. Furthermore, we demonstrate the broad applicability
of our theoretical framework beyond hybrid fine-tuning, providing insights into various LLM
applications such as layer-wise fine-tuning (Zhang et al., 2024) or models with trainable exter-
nal modules (Raissi et al., 2019). This generalization enhances the impact and utility of our
theoretical contributions across diverse machine learning paradigms involving heterogeneous
parameter spaces.

(3) We present an extensive empirical study demonstrating the effectiveness of hybrid fine-tuning
across a diverse range of downstream tasks and model architectures. We observe consistent
gains over traditional PEFT techniques and zeroth-order full fine-tuning. Our results not only
validate the theoretical insights but also showcase significant improvements in adaptation qual-
ity, computational efficiency, and model performance compared to existing methods.

By addressing the fundamental challenges of joint LLM and PEFT training, our work opens new
avenues for research in efficient model adaptation in the context of large-scale language models.
The theoretical framework we propose has the potential to serve as a new foundation for analyzing
and optimizing hybrid systems across a broad range of applications and domains, extending its
impact beyond the specific context of language model fine-tuning.

1.2 RELATED WORK

Zeroth-order Optimization in Fine-tuning LLMs Recent work has explored zeroth-order op-
timization methods for fine-tuning LLMs, which aligns with our approach of using zeroth-order
methods for the LLM component in hybrid fine-tuning. Malladi et al. (2023) demonstrated the com-
patibility of zeroth-order methods with both full fine-tuning and PEFTs. This laid the groundwork
for our hybrid approach that combines zeroth-order LLM updates with first-order PEFT updates.
Zhang et al. (2024) provided a comprehensive benchmark for zeroth-order optimization in LLM
fine-tuning, offering valuable insights that informed our experimental design. Ling et al. (2024)
combines the zeroth-order fine-tuning of LLMs with the federated learning. Several studies have in-
corporated variance reduction techniques (Gautam et al., 2024) into zeroth-order methods or second-
order method (Zhao et al., 2024) to enhance stability and convergence in fine-tuning LLMs. While
we focus on a different aspect, these stability improvements could easily be integrated into our hy-
brid framework. Existing literature (Liu et al., 2024; Guo et al., 2024; Zhang et al., 2024) also
discusses the sparsity of pre-trained LLMs, which further enhances the performance of zeroth-order
optimization approach.

Generalized Smoothness of Large Machine Learning Models The concept of generalized
smoothness has emerged as a crucial theoretical framework for understanding the optimization land-
scape of large machine learning models, including LLMs. Recent studies have shown that traditional
smoothness assumptions often fail to capture the complex optimization landscape of deep neural net-
works (Zhang et al., 2019; Li et al., 2024). More explicitly, Zhang et al. (2019) demonstrated that the
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local smoothness constant in neural networks is often proportional to the gradient norm, challeng-
ing the conventional assumption of uniform smoothness. This insight aligns with our observations
in hybrid fine-tuning, where different components of the model (LLM and PEFT modules) exhibit
distinct smoothness properties. Li et al. (2024) introduced a generalized smoothness condition that
allows for non-uniform smoothness across the parameter space, which is more representative of the
behavior observed in practice for large models. This work provides a foundation for our hybrid gen-
eralized smoothness framework, which extends these ideas to account for the heterogeneous nature
of joint LLM and PEFT optimization.

2 THE HYBRID SMOOTHNESS CONDITION FOR HYBRID SYSTEMS

In this section, we further described the theoretical challenges in jointly training both PEFT modules
and the base LLM. We abstractizare the fine tuning of the LLM with multiple modules as a class
of optimization problems where the parameter space is partitioned into two distinct subsets, each
exhibiting different smoothness properties. It is formally described as follows:

min
(x,y)∈Rd

f(x, y) :=
1

n

n∑
i=1

f(x, y; i). (1)

Here, x ∈ Rdx and y ∈ Rdy are the parameters of the model, with d = dx + dy . The objective
function f : Rd → R is typically a loss function in the context of machine learning tasks. The index
i represents individual data points in a dataset of size n. Importantly, we consider the scenario where
the gradient of f with respect to x is not directly accessible due to the memory issue. This reflects
the practical constraints often encountered in fine-tuning large language models, which is commonly
solved using zeroth-order optimization approach to relax the memory constraints (Malladi et al.,
2023; Gautam et al., 2024; Ling et al., 2024; Guo et al., 2024; Liu et al., 2024; Zhang et al., 2024).

2.1 THE L-SMOOTHNESS CONDITION

In the traditional optimization problem, which is usually used to characterize the full fine-tuning of
LLM or the PEFT methods, the concept of L-smoothness is fundamental in the optimization theory
and plays a crucial role in characterizing the behavior of SGD algorithms.

Formally, a smooth function f : Rd → R is said to be L-smooth (also known as L-Lipschitz
continuous gradient) if there exists a constant L > 0 such that its Hessian matrix is uniformly
bounded by the constant L; that is,

LId ⪰ ∇2f(x),

where Id is the d × d identity matrix and “⪰” represents that LId − ∇2f(x) is positive semi-
definite (PSD). This condition can be equivalently expressed in terms of the function’s gradient:
∥∇f(x) − ∇f(y)∥ ≤ L∥x − y∥. The constant L is closely related to the learning rate choice in
the convergence analysis of gradient-based algorithm. As demonstrated in Carmon et al. (2020), the
optimal learning rate is linearly scaled with respect to 1

L .

While L-smoothness has been demonstrated to hold for all smooth functions over a compact domain
(Hewitt & Stromberg, 2012), it has limitations when applied to complicated landscapes encountered
in our hybrid training approach described in Eq. (1). We recap these limitations we have introduced:

(1) L is dynamically changing during training. The constant L usually fails to maintain uni-
formity over the entire parameter space. In many practical scenarios, different regions of the
parameter space may exhibit vastly different smoothness properties. For instance, Zhang et al.
(2019) has demonstrated that the local smoothness constant L is linear in the gradient norm. We
also have illustrated this non-uniformity for transformer-based language models in Figure 1a.

(2) L can be different for different parameters. Distinct types of modules or variables within the
system usually present highly diverse smoothness conditions. For example, small randomly-
initialized modules often have smaller L compared to large pre-trained neural networks. This
consideration becomes particularly crucial in hybrid systems where we deal with fundamentally
different types of parameters. We have illustrated this point in Figure 1b: The LoRA module
demonstrates a substantially lower L value compared to the base LLM.
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2.2 HYBRID GENERALIZED SMOOTHNESS CONDITION

To address the limitations of traditional L-smoothness in our hybrid optimization framework given
in Eq. (1), we introduce the concept of hybrid generalized smoothness:

Definition 2.1 (Hybrid generalized smoothness). A function f : Rdx×Rdy → R has the hybrid gen-
eralized smoothness property if there exist two non-negative non-decreasing sub-quadratic function
ℓx : R→ R and ℓy : R→ R such that:[

ℓx(∥∇f(x, y)∥)Idx 0
0 ℓy(∥∇f(x, y)∥)Idy

]
⪰ ∇2f(x, y).

This definition extends the generalized smoothness in Li et al. (2024) and allows for different
smoothness properties in different parts of the parameter space, represented by x and y. The func-
tions ℓx and ℓy can capture varying degrees of smoothness for different types of parameters. This
definition more accurately characterizes the loss surface of our proposed hybrid fine-tuning method.
The following proposition demonstrates that the classical L-smoothness is indeed a stronger condi-
tion than hybrid generalized smoothness.

Proposition 2.2 (L-smoothness implies hybrid generalized smoothness). If a function f : Rdx ×
Rdy → R is L-smooth, then it satisfies the hybrid generalized smoothness condition with ℓx(t) =
ℓy(t) = L for all t ≥ 0.

Proof. For an L-smooth function, we have ∇2f(x, y) ⪯ LIdx+dy
for all (x, y). This implies:[

LIdx 0
0 LIdy

]
⪰ ∇2f(x, y).

By setting ℓx(t) = ℓy(t) = L for all t ≥ 0, we satisfy the condition in Definition 2.1, thus proving
that L-smoothness implies hybrid generalized smoothness.

It is also worth noting that most standard neural network structures have been empirically verified as
generalized smooth, but not L-smooth for any constant L (Zhang et al., 2019; Li et al., 2024). The
hybrid generalized smoothness condition allows for more flexibility in capturing the smoothness
properties of complex optimization landscapes, particularly those encountered in training hybrid
systems.

2.3 THE IMPACT OF HYBRID GENERALIZED SMOOTHNESS

The concept of hybrid generalized smoothness has significant implications for optimization strate-
gies, particularly motivating the use of two distinct learning rates. In this section, we will provide
an intuitive explanation on the necessity of applying two learning rates in optimizing Eq. (1) for
improving the efficiency when the hybrid generalized smoothness presents.

To illustrate the impact and utility of this approach, let’s consider two examples:

Example 2.3 (Quadratic Function). Consider a simple quadratic function f(x, y) = ax2 + by2,
where a and b are positive constants, and a ≫ b. The gradient is ∇f(x, y) = (2ax, 2by), and the
Hessian is:

∇2f(x, y) =

[
2a 0
0 2b

]
.

If we use a single learning rate η for both x and y, we would typically choose η based on the largest
eigenvalue of the Hessian to ensure stability: η = 1

2max(a,b) =
1
2a . The update rules would then be:[

xt+1

yt+1

]
=

[
1− 2aη 0

0 1− 2bη

] [
xt

yt

]
=

[
0 0
0 1− b

a

] [
xt

yt

]
.

This leads to an issue: The y component converges to the optimal value y∗ = 0 very slowly, as
b
a ≪ 1, resulting in minimal updates to y in each iteration.

5
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In the contrast, if we increase the learning rate η to 1
2b , we of course obtain a much faster convergence

at the component y. However, the update rule leads to[
xt+1

yt+1

]
=

[
1− 2aη 0

0 1− 2bη

] [
xt

yt

]
=

[
1− a

b 0
0 0

] [
xt

yt

]
.

The x component simply diverges to infinity because a
b ≫ 1.

When choosing different learning rates for x and y, we set ηx = 1
2a and ηy = 1

2b . Then the update
rules become:

xt+1 = xt − ηx · 2axt = xt − xt = 0,

yt+1 = yt − ηy · 2byt = yt − yt = 0.

With these tailored learning rates, both x and y converge at similar rates (in this case, in a single
step), despite the significant difference in their quadratic coefficients.

This simple example demonstrates our motivation of choosing different learning rates when facing
the hybrid generalized smoothness. The similar phenomenon is also observed in our proposed hybrid
LLM fine-tuning structure:
Example 2.4 (Fine-Tuning a LLM with PEFT Modules). Consider hybrid fine-tuning a base LLM
with a PEFT module. In this scenario, we have two sets of parameters:

• x: The original LLM parameters.

• y: The PEFT module parameters (e.g., LoRA or adapters).

In this example, we jointly train the LLM with a Prompt Encoder on the SST-2 dataset. Due to
the memory limitation, it is common to restrict the LLM update using the zeroth-order optimization
approach. We observe that the base LLM merely takes much smaller learning rate; if we choose the
learning rate to ensure the base LLM’s convergence, the training loss decreases in an unaccetably
slow rate (Figure 2a). However, if we choose the learning rate larger than the base LLM’s tolerance,
the training loss explodes and quickly diverges (Figure 2b). The best practice is choosing a smaller
learning rate for the base LLM and a larger learning rate for the PEFT module (Figure 2c).

(a) Under the small learning rate
η = 10−6, the full fine-tuning
decrease as expected. However,
prompt tuning converges slowly
and stagnates at a higher loss.

(b) With a large learning rate
η = 10−3, the prompt tuning
decreases as expected, while full
fine-tuning exhibits unstable be-
havior, resulting in loss explo-
sion.

(c) Hybrid fine-tuning with dis-
tinct learning rates (ηx = 10−6

for the base model, ηy = 10−3

for prompt tuning) provides both
stable and faster convergence.

Figure 2: Comparison of training loss curves under different learning rate configurations for full
fine-tuning and prompt tuning on the SST-2 dataset (Socher et al., 2013) with the base model OPT-
1.3b (Zhang et al., 2022). This example illustrates the necessaity of using different learning rates in
hybrid-tuning structure.

These examples illustrate the practical benefits of considering hybrid generalized smoothness and
the resulting use of multiple learning rates in training a complex hybrid system. By tailoring the
optimization process to the specific smoothness of different components, we can potentially achieve
faster convergence and better overall performance. However, to fully understand the implications
and guarantees of this approach, we need to delve deeper into its theoretical foundations.

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2025

3 THEORETICAL ANALYSIS

In this section, we aim to bridge the gap between the practical benefits of generalized hybrid smooth-
ness and its underdeveloped theoretical foundations. We present a rigorous analysis of the Stochastic
Gradient Descent (SGD) algorithm with random reshuffling, which is widely used in practice, par-
ticularly in NLP problems. The algorithm we consider is described in Algorithm 1.

Algorithm 1: SGD with Random Reshuffling for Hybrid Fine-Tuning
Input: Learning rate η = [ηx ηy] , number of epochs T , dataset D = {ξi}ni=1

1 Initialize the parameter at (x0, y0);
2 for t = 1 to T do
3 Shuffle the dataset D to obtain Dt;

4

[
xt,0

yt,0

]
←
[
xt−1

yt−1

]
;

5 for i = 1 to n do

6

[
xt,i

yt,i

]
←
[
xt,i−1

yt,i−1

]
−
[
ηx 0
0 ηy

] [
∇̂xf(xt,i, yt,i; ξt,i)
∇yf(xt,i, yt,i; ξt,i)

]
;

7 end
8 end
9 xt ← xt,n;

Output: Final parameters xT

In this algorithm, ηx and ηy are the learning rates for x and y parameters, respectively, T is the total
number of epochs, D = {ξi}ni=1 is the dataset with n samples, and xt,i and yt,i are the parameter
values after the i-th iteration of the t-th epoch. ∇̂xf and ∇yf are the stochastic gradients with
respect to x and y. Here, we use ∇̂xf to represent the gradient estimator of ∇xf . It is commonly
estimated using either one-side or two-side gradient estimator defined as follows:

(one side) ∇̂xf(x, y) :=
f(x+ µv, y)− f(x, y)

µ
v,

(two side) ∇̂xf(x, y) :=
f(x+ µv, y)− f(x− µv, y)

µ
v, (2)

where v is a random vector sampled from the Gaussian distribution N(0, Id) and µ is the perturba-
tion stepsize.

We emphasize that while analysis of standard SGD (i.e., randomly sampling one data point from the
dataset) is more straightforward, epoch-wise updates are typically more common in machine learn-
ing practice. Moreover, existing literature (Ma & Zhou, 2020; Safran & Shamir, 2020; Mishchenko
et al., 2020; Gürbüzbalaban et al., 2021; Liu & Zhou, 2024) has demonstrated that random reshuf-
fling can improve the efficiency of the SGD algorithm under certain conditions. To increase the
practical relevance of our theory, we focus on this epoch-wise update rule with random reshuffling.

3.1 PROBLEM FORMULATION AND ASSUMPTIONS

Our objective is to solve the optimization problem presented in Eq. (1). As justified in the previous
section, we assume the objective function f : Rdx × Rdy → R satisfies the hybrid generalized
smoothness (Definition 2.1). To handle the generalized smooth structure, we introduce the following
definition:

Definition 3.1 (Coercive). A continuous function f : Rd → R is coercive if the sub-level set
{x ∈ Rd | f(x) ≤ a} is compact for all a ∈ R.

In the existing literature of generalized smoothness (Li et al., 2024), this assumption is usually
replaced with an equivalent statement: the objective function f(x, y) tends to positive infinity when
(x, y) approaches the boundary of its domain. In addition to the assumption, we make the following
standard assumptions to regularize the function class and subsequently provide the non-asymptotic
convergence analysis.

7
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Assumption 3.2 (Regularity Conditions). The objective function f(x, y) := 1
n

∑n
i=1 f(x, y; i) de-

fined in Eq. (1) satisfies the following conditions:

(1) f(·) is coercive.

(2) f(·) is bounded below by f∗ := inf(x,y)∈Rd f(x, y) > −∞.

(3) f(·) and each individual loss function f(·; i) are twice continuously differentiable.

These regularity conditions are essential for several reasons: Coercivity prevents the optimization
process from diverging too far. The lower bound guarantees that the optimization problem is well-
posed. Twice continuous differentiability allows for the application of various optimization tech-
niques and facilitates theoretical analysis. All of them are standard and widely used in the optimiza-
tion literature (Li et al., 2024).

Assumption 3.3 (Bounded variance). There exists σ such that for all x ∈ Rd,

1

n

n∑
i=1

∥∇f(x, y; i)−∇f(x, y)∥2 ≤ σ2.

This bounded variance assumption is standard in the analysis of reshuffling-type SGD. We note that
this assumption could be further weakened to the expected smoothness (Mishchenko et al., 2020;
Khaled & Richtárik, 2020). We maintain the current version for the simplicity.

These assumptions collectively provide the necessary foundation for our subsequent analysis, allow-
ing us to derive meaningful convergence guarantees for the SGD algorithm in the context of hybrid
fine-tuning with generalized smoothness.

3.2 NON-ASYMPTOTIC CONVERGENCE ANALYSIS

In this section, we analyze the complexity of Algorithm 1 under under our hybrid generalized
smoothness condition. Our main theoretical result is summarized in the following theorem:

Theorem 3.4. Suppose that Assumption 3.2 and Assumption 3.3 hold for the objective function
f(x, y) := 1

n

∑n
i=1 f(x, y; i), with satisfying the hybrid generalized smoothness property (Defini-

tion 2.1). Let {(xt, yt)}Tt=1 be the SGD dynamic generated by Algorithm 1 for solving the optimiza-
tion problem Eq. (1). Let learning rates ηx, ηy , and the perturbation stepsize µ be chosen as Eq. (3).
Let δ ∈ (0, 1). If the maximum number of epoch T is chosen as T ≥ O( ϵ

−2

δ + ϵ−4

n ), then with the
probability at least 1− δ,

1

T

∑
t<T

E ∥∇f (xt, yt)∥2 ≤ ϵ2.

Proof. The full version and the proof are deferred to Appendix C.

Given that each epoch processes n data points, the total gradient complexity is nT ≥ O( ϵ
−2n
δ +ϵ−4).

This result is optimal when ϵ is sufficiently small, aligning with the best-known upper bounds es-
tablished in previous convergence analyses for both generalized smooth non-convex objectives (Li
et al., 2024; Zhang et al., 2019) and L-smooth non-convex objectives (Mishchenko et al., 2020;
Khaled & Richtárik, 2020). Importantly, it also matches the known lower bound for the SGD algo-
rithm (Arjevani et al., 2023), further confirming its optimality. Our analysis yields several important
insights:

(1) Our analysis reveals the asymmetry between the learning rates ηx and ηy , which is closely tied to
the smoothness properties of each variable. For example, in the case where all individual losses
are Lx-smooth for the x-component and Ly-smooth for the y-component, the learning rate for
the x parameter scales with 1

Lx
, while that for the y parameter scales with 1

Ly
. This finding un-

derscores the importance of tailored learning rate configurations when modules exhibit diverse
smoothness characteristics.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

Table 1: Experiment results for various fine-tuning methods applied to three large language mod-
els (Llama-2-7b, Vicuna-7b-v1.5, and OPT-1.3b) across three NLP tasks (SST2, Copa, and Wino-
Grande). Highlighted cells indicate the best performance achieved by the hybrid-tuning approach
for each model-task combination.

SST2 Copa WinoGrande
ZO-FT 93.58 87 67.5

FO-Prompt 95.64 88 67.2
Hybrid-Prompt 95.9 88 68.9

FO-Prefix 91.05 83 66.2
Hybrid-Prefix 91.63 85 64.3

FO-Lora 94.61 84 68.5

Llama-2-7b

Hybrid-Lora 93.4 88 66.3
ZO-FT 91.40 87 64.7

FO-Prompt 94.38 84 65.8
Hybrid-Prompt 94.95 84 66.3

FO-Prefix 90.02 80 64.1
Hybrid-Prefix 90.71 83 74

FO-Lora 94.61 85 66.7

Vicuna-7b-v1.5

Hybrid-Lora 92.20 84 66.7
ZO-FT 91.51 78 57.9

FO-Prompt 91.28 74 57.8
Hybrid-Prompt 91.74 77 59.9

FO-Lora 92.2 78 59
Hybrid-Lora 92.3 78 58.3

FO-prefix 92.2 77 58.3

OPT-1.3b

Hybrid-Prefix 91.7 78 60

(2) The gradient estimation process further accentuates the asymmetry in learning rate selection.
For the x parameter, which is updated using zeroth-order gradient estimation, the learning rate
incorporates an additional scaling factor of 1

dx
, where dx represents the dimensionality of the x

parameter space. This theoretical insight aligns with our empirical observations: in practice, we
find that the learning rate for updating the LLM is typically much smaller than the learning rate
used for PEFT modules. This correlation between theory and practice not only validates our
analytical framework but also provides valuable guidance for hyperparameter tuning in hybrid
LLM systems.

(3) Our derived sample complexity of nT ≥ O(nϵ
−2

δ + ϵ−4) represents a significant improvement
over existing results in the literature, such as the T ≥ O( 1

δϵ−4 ) bound reported by (Li et al.,
2024). For scenarios with uniformly bounded gradients and sufficiently small desired accuracy
ϵ, our result implies in-expectation convergence by setting δ = ϵ. This enhancement stems
from the application of stronger concentration inequalities, replacing the Markov inequality
used in the original proof from Li et al. (2024). Notably, this technical improvement has poten-
tial applications beyond our specific setting, extending to other optimization algorithms under
generalized smoothness conditions.

4 EXPERIMENTS

We conducted extensive experiments to evaluate the effectiveness of our proposed hybrid fine-tuning
approach across various tasks, model architectures, and PEFT methods.

Experiment Details Following the methodology of Malladi et al. (2023), we assessed our ap-
proach on several NLP tasks, including the sentiment classification task on the SST2 dataset (Socher
et al., 2013), the question answering task on the COPA dataset (Roemmele et al., 2011), and the com-
mon sense reasoning task on the WinoGrande dataset (Sakaguchi et al., 2021). For each dataset, we
randomly sample 1,000 examples for training, 1,000 examples for evaluation, and 100 examples
for development. The models we use in our experiments include OPT-1.3b (Zhang et al., 2022),
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Table 2: A detailed breakdown of the optimal hyperparameters including learning rates, training
steps and µ specified in Eq. (2) and training specifics for each fine-tuning method applied to different
model architectures across various NLP tasks. Highlighted cells indicate efficient training processes,
showcasing the reduced steps required by hybrid approaches to achieve optimal performance.

SST2 Copa WinoGrande
learning rate
(PEFT/Base) steps µ

learning rate
(PEFT/Base) steps µ

learning rate(s)
(PEFT/Base) steps µ

ZO-FT 10−6 1.1 ∗ 104 10−5 10−6 1.6 ∗ 104 10−4 10−6 1.8 ∗ 104 10−5

FO-Prompt 10−3 6 ∗ 103 / 10−4 9 ∗ 103 / 10−3 9 ∗ 103 /
Hybrid 10−3/10−8 1.5 ∗ 103 10−5 10−4/10−8 5 ∗ 103 10−5 10−3/10−7 9 ∗ 103 10−5

FO-Prefix 10−3 2 ∗ 104 / 10−3 1.5 ∗ 104 / 10−2 3 ∗ 103 /
Hybrid-Prefix 10−3/10−3 9.5 ∗ 103 10−5 10−3/10−6 7.5 ∗ 103 10−5 10−3/10−6 9 ∗ 103 10−5

FO-Lora 10−4 2 ∗ 104 / 10−3 2.5 ∗ 103 / 10−2 2.5 ∗ 103 /

Llama-2-7b

Hybrid-Lora 10−4/10−7 1.6 ∗ 104 10−5 10−4/10−7 1.15 ∗ 104 10−5 10−3/10−6 4.5 ∗ 103 10−5

ZO-FT 10−6 104 10−5 10−6 7 ∗ 103 10−5 10−6 1.75 ∗ 104 10−5

FO-Prompt 10−3 2 ∗ 104 / 10−3 1.3 ∗ 104 / 10−3 2 ∗ 104 /
Hybrid 10−3/10−7 2 ∗ 103 10−5 10−4/10−8 1.5 ∗ 103 10−5 10−3/10−8 2 ∗ 104 10−6

FO-Prefix 10−3 2 ∗ 103 / 10−2 2 ∗ 104 / 10−3 2 ∗ 104 /
Hybrid-Prefix 10−3/10−6 2 ∗ 104 10−5 5 ∗ 10−4/5 ∗ 10−7 1.7 ∗ 104 10−5 10−3/10−3 4 ∗ 103 10−5

FO-Lora 10−3 2 ∗ 103 / 10−2 9 ∗ 103 / 10−3 3.5 ∗ 103 /

Vicuna-7b-v1.5

Hybrid-Lora 10−3/10−6 2 ∗ 104 10−5 10−4/10−7 2.5 ∗ 103 10−5 10−3/10−6 3 ∗ 103 10−5

ZO-FT 10−7 2 ∗ 104 10−5 10−6 8.5 ∗ 103 10−4 10−7 8 ∗ 103 10−5

FO-Prompt 10−3 2 ∗ 104 / 10−4 1.6 ∗ 104 / 10−3 9.5 ∗ 103 /
Hybrid-Prompt 10−3/10−7 2 ∗ 104 10−5 10−3/10−7 2 ∗ 104 10−5 10−3/10−7 1.4 ∗ 104 10−5

FO-Lora 10−3 3 ∗ 103 / 10−4 1.9 ∗ 104 / 5 ∗ 10−4 1.45 ∗ 104 /
Hybrid-Lora 10−4/7 ∗ 10−10 4 ∗ 103 10−5 10−5/10−11 1.9 ∗ 104 10−5 5 ∗ 10−4/5 ∗ 10−4 3 ∗ 103 5 ∗ 10−4

FO-prefix 10−2 2 ∗ 104 / 5 ∗ 10−3 2 ∗ 104 / 5 ∗ 10−2 9.5 ∗ 103 /

OPT-1.3b

Hybrid-Prefix 8 ∗ 10−3/8 ∗ 10−5 8.5 ∗ 103 10−5 2 ∗ 10−3/10−7 1.15 ∗ 104 10−5 5 ∗ 10−2/10−4 2 ∗ 104 10−5

Vicuna-7b (Chiang et al., 2023), and LLaMA-7b (Zhang et al., 2023b). We compare the perfor-
mance of our approach against several methods: zeroth-order full model fine-tuning as described in
Malladi et al. (2023), first-order prompt tuning (Lester et al., 2021), LoRA tuning (Hu et al., 2021),
and prefix tuning (Li & Liang, 2021). Detailed overviews of the tasks and PEFT methods are pro-
vided in Appendix D.1 and Appendix D.2, respectively. Performance was evaluated using accuracy
or F1 score, as appropriate for each task. For the zeroth-order approximation, we follow the same
approach outlined by Malladi et al. (2023). All experiments utilize SGD as the optimizer. In the case
of prompt tuning and prefix tuning, the prompts are initialized according to the predefined settings
in Table E.2 of Malladi et al. (2023), while for LoRA tuning, we initialize with zeros. We perform
hyperparameter tuning for all methods and report the best configurations. Learning rates for each
method are summarized in Table 2. For all methods, we set the maximum number of training steps
to 20,000, with early stopping applied when applicable.

Results Table 1 presents the outcomes of all experiments. The results show that, in most cases, the
hybrid method outperforms zeroth-order fine-tuning and its corresponding first-order PEFT. Addi-
tionally, as shown in Table 2, the number of steps required by the hybrid method to achieve optimal
performance is significantly lower than that of either zeroth-order fine-tuning or its corresponding
first-order PEFT. These findings suggest that hybrid tuning offers a more efficient and effective ap-
proach to fine-tuning large language models for downstream tasks. As a supplementary, we further
the efficiency of the hybrid-tuning approach in Appendix D.3.

5 CONCLUSION

In conclusion, this work introduces a novel hybrid fine-tuning approach for large language models
that combines zeroth-order optimization for the base model with first-order optimization for PEFT
modules. Motivated by the hybrid generalized smoothness of the hybrid system in Section 2.1, we
develop a theoretical framework centered on this theoretical challenge introduced by the hybrid fine-
tuning method. Our empirical examples and convergence analysis built in Theorem 3.4 demonstrate
the necessity of applying different learning rates for different PEFT modules. Our analysis achieves
the best-known sample complexity under much milder conditions in the existing literature. Exten-
sive empirical evaluations across multiple NLP tasks, model architectures, and PEFT techniques
validate the theoretical insights and show consistent performance gains over traditional fine-tuning
methods. By addressing fundamental challenges in joint LLM and PEFT training, our work opens
new avenues for efficient model adaptation and provides a solid foundation for future research on
optimizing hybrid systems in machine learning.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Yossi Arjevani, Yair Carmon, John C Duchi, Dylan J Foster, Nathan Srebro, and Blake Woodworth.
Lower bounds for non-convex stochastic optimization. Mathematical Programming, 199(1):165–
214, 2023.

Eric L Buehler and Markus J Buehler. X-lora: Mixture of low-rank adapter experts, a flexible frame-
work for large language models with applications in protein mechanics and molecular design. APL
Machine Learning, 2(2), 2024.

Yair Carmon, John C Duchi, Oliver Hinder, and Aaron Sidford. Lower bounds for finding stationary
points i. Mathematical Programming, 184(1):71–120, 2020.

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng, Zhanghao Wu, Hao Zhang, Lianmin Zheng,
Siyuan Zhuang, Yonghao Zhuang, Joseph E Gonzalez, et al. Vicuna: An open-source chatbot
impressing gpt-4 with 90%* chatgpt quality. See https://vicuna. lmsys. org (accessed 14 April
2023), 2(3):6, 2023.

Alexander Gasnikov, Anton Novitskii, Vasilii Novitskii, Farshed Abdukhakimov, Dmitry Kamzolov,
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Mert Gürbüzbalaban, Asu Ozdaglar, and Pablo A Parrilo. Why random reshuffling beats stochastic
gradient descent. Mathematical Programming, 186:49–84, 2021.

Edwin Hewitt and Karl Stromberg. Real and abstract analysis: a modern treatment of the theory of
functions of a real variable. Springer Science & Business Media, 2012.

Edward J Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang,
and Weizhu Chen. Lora: Low-rank adaptation of large language models. arXiv preprint
arXiv:2106.09685, 2021.

Nam Hyeon-Woo, Moon Ye-Bin, and Tae-Hyun Oh. Fedpara: Low-rank hadamard product for
communication-efficient federated learning. arXiv preprint arXiv:2108.06098, 2021.
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A NOTATIONS

In this paper, the optimization problem is formulated as minimizing f(x, y), where x ∈ Rdx rep-
resents the parameters of the base language model and y ∈ Rdy represents the parameters of the
PEFT module. The function f is assumed to have hybrid generalized smoothness, characterized by
non-negative, non-decreasing sub-quadratic functions ℓx and ℓy (Definition 2.1). In the SGD, we
consider epoch-wise optimization algorithm described in Algorithm 1. This approach ensures us
to access each data point exactly once over an entire epoch, which is particularly common is the
data loader provided by existing modern machine learning frameworks such as PyTorch and Tensor-
Flow. Here, ηx and ηy denote the learning rates for x and y respectively, T is the number of epochs,
and n is the dataset size. We ∇̂xf to denote the zeroth-order gradient estimator for x, while ∇yf
represents the standard gradient for y. With these given, for each epoch t, we define the following
notations:

gt =

n∑
i=1

∇xf(xt,i, yt,i; ξt,i), ĝt =

n∑
i=1

∇̂xf(xt,i, yt,i; ξt,i),

ht =

n∑
i=1

∇yf(xt,i, yt,i; ξt,i).

Here, gt represents the true gradient with respect to x accumulated over an entire epoch. It captures
the overall direction of stochastic gradient descent for the x parameters across all samples in the
epoch. ĝt is an estimate of this gradient. In practice, we often don’t have access to the true gradient
and must rely on estimates. The difference between gt and ĝt quantifies the estimation error in our
gradient calculations. ht is the true gradient with respect to y accumulated over the epoch.

B SUPPORTING LEMMAS

In this section, we present several lemmas used to build our convergence analysis. Lemma B.1,
Lemma B.2, Lemma B.3, and Lemma B.4 are fundamental properties of generalized smoothness
provided by Li et al. (2024). We adapt them to the setting of hybrid system fine-tuning.
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Lemma B.1 (The generalized version of Lemma 3.3 from Li et al. (2024)). Let f : Rd = Rdx ×
Rdy → R be a twice continuously differentiable function satisfying the hybrid generalized smooth-
ness properties. Suppose that (x, y) ∈ Rd satisfies ∥∇f(x, y)∥ ≤ G. Then there exist non-negative
constant Lx = ℓx(G) and Ly = ℓy(G) such that for all (x1, y1), (x2, y2) ∈ B(x, G

Lx
)× B(y, G

Ly
):

1. ∥∇xf(x1, y
′)−∇xf(x2, y

′)∥ ≤ Lx∥x1 − x2∥, for all y′ ∈ Rdy .

2. ∥∇yf(x
′, y1)−∇yf(x

′, y2)∥ ≤ Ly∥y1 − y2∥, for all x′ ∈ Rdx .

3. Let Id represent the identity matrix with the size d× d.

f(x1, y1) ≤f(x2, y2) +

〈
∇f(x2, y2),

[
x1 − x2

y1 − y2

]〉
+

1

2
[x1 − x2 y1 − y2]

[
LxIdx

0
0 LyIdy

] [
x1 − x2

y1 − y2

]
.

Proof. Let (x, y) ∈ Rd = Rdx ×Rdy be arbitrary. By the assumption of twice continuous differen-
tiability and the mean value theorem, we have

∇xf(x2, y)−∇xf(x1, y) =

∫ 1

0

∇2
xxf(x1 + t(x2 − x1), y)(x2 − x1)dt.

Taking the norm of both sides and applying the generalized smoothness of f (Definition 2.1), we
obtain

∥∇2
xxf(x, y)∥ ≤ ℓx(∥∇f(x, y)∥) ≤ Lx,

where the last inequality is by the monotonicity of ℓx and the bounded gradient condition. We apply
this inequality to the integral yields the first inequality. The second inequality for the y-gradient is
obtained similarly. For the third inequality, we still consider the mean value theorem:

f(x1, y1)− f(x2, y2) =

∫ 1

0

〈
∇f(z(t),

[
x1 − x2

y1 − y2

]〉
dt

=

∫ 1

0

[〈
∇f(x2, y2),

[
x1 − x2

y1 − y2

]〉
+

〈
∇f(z(t))−∇f(x2, y2),

[
x1 − x2

y1 − y2

]〉]
dt

=

〈
∇f(x2, y2),

[
x1 − x2

y1 − y2

]〉
+

∫ 1

0

〈
∇f(z(t))−∇f(x2, y2),

[
x1 − x2

y1 − y2

]〉
dt

≤
〈
∇f(x2, y2),

[
x1 − x2

y1 − y2

]〉
+ Ly∥y1 − y2∥2

∫
tdt+ Lx∥x1 − x2∥2

∫
tdt,

where z(t) := (1 − t)

[
x2

y2

]
+ t

[
x1

y1

]
for 0 ≤ t ≤ 1. Then the proof is completed by re-arranging

this inequality.

Lemma B.2 (The generalized version of Lemma 3.5 from Li et al. (2024)). Let f : Rdx ×Rdy → R
be a twice continuously differentiable function satisfying the hybrid generalized smoothness prop-
erties. Let f∗ = infx,y f(x, y) be the global minimum of f . Then, for all (x, y) ∈ Rdx × Rdy , the
following inequalities hold:

1. ∥∇xf(x, y)∥2 ≤ 2ℓx(2∥∇f(x, y)∥) · (f(x, y)− f∗)

2. ∥∇yf(x, y)∥2 ≤ 2ℓy(2∥∇f(x, y)∥) · (f(x, y)− f∗)

3. 1
2 [∇f(x, y)]

⊤

[
Idx

ℓx(2∥∇f(x,y)∥) 0

0
Idy

ℓy(2∥∇f(x,y)∥)

]
∇f(x, y) ≤ f(x, y)− f∗.

Proof. The first and the second inequalities are directly implied by Lemma 3.5 from Li et al. (2024)
by projecting the objective function f to a subspace of the domain. Here, we provide the proof
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for the third inequality. By Lemma B.1 where we choose G = ∥∇f(x, y)∥, we have that for any
(x1, y1), (x2, y2) ∈ B(x, G

Lx
)× B(y, G

Ly
),

f(x1, y1) ≤ f(x2, y2)+

〈
∇f(x2, y2),

[
x1 − x2

y1 − y2

]〉
+
1

2
[x1 − x2 y1 − y2]

[
LxIdx

0
0 LyIdy

] [
x1 − x2

y1 − y2

]
.

Choosing (x2, y2) = (x, y), x1 = x− ∇xf(x,y)
ℓx(2∥∇f(x,y)∥) , and y1 = y − ∇yf(x,y)

ℓy(2∥∇f(x,y)∥) , we obtain

f∗ ≤ f(x− ∇xf(x, y)

ℓx(2∥∇f(x, y)∥)
, y − ∇yf(x, y)

ℓy(2∥∇f(x, y)∥)
)

≤ f(x, y)− 1

2
[∇f(x, y)]⊤

[
Idx

ℓx(2∥∇f(x,y)∥) 0

0
Idy

ℓy(2∥∇f(x,y)∥)

]
∇f(x, y).

Then the proof is completed.

Lemma B.3 (The generalized version of Corollary 3.6 from Li et al. (2024)). Let f : Rdx×Rdy → R
be a twice continuously differentiable function satisfying the hybrid generalized smoothness proper-
ties. Suppose that f(x, y)− f∗ ≤ F for some (x, y) ∈ Rd and F ≥ 0. Denoting G := sup{u ≥ 0 |
u2 ≤ 2max(ℓx, ℓy)(u) · F}, then ∥∇f(x, y)∥ ≤ G <∞.

Proof. Let max(ℓx, ℓy)(u) := max{ℓx(u), ℓy(u)}. Since both ℓx and ℓy are sub-quadratic, it con-
cludes G is finite (by Corollary 3.6 from Li et al. (2024)). From Lemma B.2, we have

1

2
[∇f(x, y)]⊤

[
Idx

max(ℓx,ℓy)(2∥∇f(x,y)∥) 0

0
Idy

max(ℓx,ℓy)(2∥∇f(x,y)∥)

]
∇f(x, y)

≤1

2
[∇f(x, y)]⊤

[
Idx

ℓx(2∥∇f(x,y)∥) 0

0
Idy

ℓy(2∥∇f(x,y)∥)

]
∇f(x, y)

≤f(x, y)− f∗.

Therefore, we obtain
∥∇f(x, y)∥2 ≤ 2max(ℓx, ℓy)(2∇f(x, y)) · F.

It concludes that if the function value is bounded, then the gradient is also bounded.

Here, we summarize the previous results in the following lemma. The constant G (determined by
the function value upper bound F ) is defined in Lemma B.3 and the constant Lx and Ly (determined
by the gradient norm upper bound G) is defined in Lemma B.1.

Lemma B.4. Suppose that Assumption 3.2 holds for the objective function f(x, y) :=
1
n

∑n
i=1 f(x, y; i), with all individual loss functions f(·; i) are twice continuously differentiable and

satisfy the hybrid generalized smoothness properties. Let GF := {(x, y) ∈ Rd | f(x, y)−f∗ ≤ F}.
Then the following statements hold:

1. The objective function f(·) has G-bounded gradient over GF ; that is, ∥∇f(x, y)∥ ≤ G for
all (x, y) ∈ GF .

2. The objective function f(·) has (Lx, Ly)-Lipschitz gradient over GF ; that is, ∥∇xf(x, y)−
∇xf(x

′, y)∥ ≤ Lx∥x − x′∥ and ∥∇yf(x, y) − ∇yf(x, y
′)∥ ≤ Ly∥y − y′∥ for all

(x, y), (x′, y′) ∈ GF .

3. The individual loss function f(·; i) has (Gx,max, Gy,max)-bounded gradient over GF ; that
is, ∥∇xf(x, y; ξ)∥ ≤ Gx,max and ∥∇yf(x, y; ξ)∥ ≤ Gy,max for all (x, y) ∈ GF and all
ξ ∈ {1, 2, . . . , n}.

4. The individual loss function f(·; i) has (Lx,max, Ly,max)-Lipschitz gradient over GF ;
that is, ∥∇xf(x, y; ξ) − ∇xf(x

′, y; ξ)∥ ≤ Lx,max∥x − x′∥ and ∥∇yf(x, y; ξ) −
∇yf(x, y

′; ξ)∥ ≤ Ly,max∥y − y′∥ for all (x, y) ∈ GF and all ξ ∈ {1, 2, . . . , n}.
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Proof. By Assumption 3.2, GF is a compact set. By the twice continuous differentiability of the ob-
jective function f(·) (and all individual loss functions f(·; i)), all statements holds by its continuity.
More precise evaluation is given in Lemma B.1 for Lx and Ly , and in Lemma B.3 for G.

The following lemma characterizes the accuracy of zeroth-order gradient estimation. We note that
the choice of zeroth-order gradient estimator is not the crucial part in our analysis; the following
gradient estimation method can be replaced with any common zeroth-order optimization techniques,
including the mini-batch zeroth-order gradient estimation (Nesterov & Spokoiny, 2017), the uniform
smoothing (Gasnikov et al., 2022), and the variance reduction (Liu et al., 2018).
Lemma B.5. Let f : Rd → R be a function with twice continuous differentiability. Define the
two-point zeroth-order gradient estimator of∇f(x) as

∇̂f(x) := 1

µ
[f(x+ µv)− f(x)] v,

where µ > 0 is the perturbation stepsize, v ∈ Rd is a Gaussian vector with the covariance matrix
Id. Suppose that f has G-bounded gradient and L-Lipschitz gradient at x. Then

1. E⟨g, ∇̂f(x)−∇f(x)⟩ ≤ µ
2L(d+ 3)3/2∥g∥, for any g ∈ Rd.

2. E∥∇̂f(x)−∇f(x)∥2 ≤ 32d∥∇f(x)∥2 + 108µ2L2d4.

Proof. Throughout this proof, we follow the random gradient-free oracles given by Nesterov &
Spokoiny (2017). That is, define

fµ(x) = Ev∼N(0,Id)f(x+ µv);

then the gradient estimator ∇̂f(x) is an unbiased estimator of ∇fµ(x). For the first inequality, we
have

E⟨g, ∇̂f(x)−∇f(x)⟩ (i)= E⟨g,∇fµ(x)−∇f(x)⟩
(ii)
=

µ

2
L(d+ 3)3/2∥g∥.

where (i) applies the unbiasedness of Gaussian smoothing and (ii) applies Lemma 3 from Nesterov
& Spokoiny (2017). For the second inequality, we have

E∥∇̂f(x)−∇f(x)∥2 ≤ 2E∥∇̂f(x)∥2 + 2∥∇f(x)∥2

(i)

≤ 8(d+ 4)∥∇fµ(x)∥2 + 6µ2L2(d+ 4)3 + 2∥∇f(x)∥2

(ii)

≤ 32d∥∇f(x)∥2 + 108µ2L2d4.

where (i) applies Lemma 5 from Nesterov & Spokoiny (2017) and (ii) again applies Lemma 3 from
Nesterov & Spokoiny (2017).

Lemma B.6. Suppose that Assumption 3.2 and Assumption 3.3 hold for the objective function
f(x, y) := 1

n

∑n
i=1 f(x, y; i), with all individual loss functions f(·; i) are twice continuously differ-

entiable and satisfy the hybrid generalized smoothness properties. Let

ϵt =
1

n

n∑
i=1

∇̂f(xt,i; ξt,i)−
1

n

n∑
i=1

∇f(xt,i; ξt,i) +
1

n

n∑
i=1

∇f(xt,i; ξt,i)−∇f(xt).

be the gradient approximation error over the t-th epoch. Given any F,H > 0, define the stopping
time as τ = τ1 ∧ τ2, where τ1 := mint{t | f(xt+1, yt+1) − f∗ > F} ∧ T and τ2 := mint{t |
∥ϵt∥ > H} ∧ T . Let the learning rates satisfy ηx ≤ min{ 1

2Lx,maxn
, 1
384Lxnd

} and ηy ≤ 1
2Ly,maxn

and the perturbation stepsize µ ≤ G
Lx

6
d3/2 . Then

f(xτ , yτ )− f∗ +
∑
t<τ

[∇f(xt, yt)]
⊤
[
n
4 ηxIdx 0

0 n
3 ηyIdy

]
∇f(xt, yt)

≤f0 − f∗ +

[
σ2

2
n2
[
η3yL

2
y,max + η3xL

2
x,max

]
+ o(µ)

]
T,

where o(µ) ≤ 3ηxµnLxdG is a small error term when µ is chosen small.
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Proof. For arbitrary stopping time τ , we start from the smoothness given by Lemma B.1:

f(xt+1, yt+1)− f(xt, yt)

≤
〈
∇f(xt, yt),

[
xt+1 − xt

yt+1 − yt

]〉
+

1

2
[xt+1 − xt yt+1 − yt]

[
LxIdx 0

0 LyIdy

] [
xt+1 − xt

yt+1 − yt

]
= ⟨∇xf(xt, yt), xt+1 − xt⟩+ ⟨∇yf(xt, yt), xt+1 − xt⟩+

Lx

2
∥xt+1 − xt∥2 +

Ly

2
∥yt+1 − yt∥2

(i)
= −ηxn⟨∇xf(xt, yt),

ĝt
n
− gt

n
⟩ − ηxn⟨∇xf(xt, yt),

gt
n
⟩+ η2xLxn

2∥ ĝt
n
− gt

n
∥2 + η2xLxn

2∥gt
n
∥2

− ηyn⟨∇yf(xt, yt),
ht

n
⟩+ η2yLyn

2∥ht

n
∥2,

where (i) we applies the derivation of Eq.(38) from Mishchenko et al. (2020) with setting ηx ≤ 1
2Lx

and ηy ≤ 1
2Ly

. We note that the y parameter update doesn’t involve the gradient estimation; so, we

keep the original stochastic gradient ht for this step. Let E1 = −ηxn⟨∇xf(xt, yt),
ĝt
n −

gt
n ⟩ and

E2 = η2xLxn
2∥ ĝtn −

gt
n ∥

2, representing the errors caused by the zeroth-order gradient estimation.
Then we obtain

f(xt+1, yt+1)− f(xt, yt) ≤ −ηxn⟨∇xf(xt, yt),
gt
n
⟩+ η2Lxn

2∥gt
n
∥2 + E1 + E2

− ηyn⟨∇xf(xt, yt),
ht

n
⟩+ η2Lyn

2∥ht

n
∥2.

Then we set ηx ≤ 1
2Lxn

and ηy ≤ 1
2Lyn

. By Eq.(39) from Mishchenko et al. (2020),

f(xt+1, yt+1)− f(xt, yt) +
ηxn

2
∥∇xf(xt, yt)∥2 +

ηyn

2
∥∇yf(xt, yt)∥2

≤ηxn

2

∥∥∥gt
n
−∇xf(xt, yt)

∥∥∥2 + ηyn

2

∥∥∥∥ht

n
−∇yf(xt, yt)

∥∥∥∥2 + E1 + E2.
Then we take expectation on both sides and decompose

∥∥∇xf(xt, yt)− gt
n

∥∥2 using Lemma B.1
with the Lipschitz constant Lx,max and

∥∥∇yf(xt, yt)− gt
n

∥∥2 with the Lipschitz constant Ly,max;
more explicitly, we have∥∥∥∇xf(xt, yt)−

gt
n

∥∥∥2 =

∥∥∥∥∥ 1n
n∑

i=1

∇xf(xt,0, yt,0; ξt,i)−
1

n

n∑
i=1

∇xf(xt,i, yt,i; ξt,i)

∥∥∥∥∥
2

≤ 1

n

n∑
i=1

∥∇xf(xt,0, yt,0; ξt,i)−∇xf(xt,i, yt,i; ξt,i)∥2

≤
L2
x,max

n

n∑
i=1

∥xt,0 − xt,i∥2 .

Applying Assumption 3.3 and Lemma 5 from Mishchenko et al. (2020) to bound
L2

x,max

n

∑n
i=1 E ∥xt,0 − xt,i∥2, we obtain

f(xt+1, yt+1)− f(xt, yt) +
ηxn

2
∥∇xf(xt, yt)∥2 +

ηyn

2
∥∇yf(xt, yt)∥2

≤ηxn

2

L2
x,max

n
[η2xn

3∥∇xf(xt, yt)∥2 + η2xn
2σ2] +

ηyn

2

L2
y,max

n
[η2yn

3∥∇f(xt, yt)∥2 + η2yn
2σ2] +EE1 +EE2.

We re-write this inequality into the matrix form.

f(xt+1, yt+1)− f(xt, yt) + [∇f(xt, yt)]
⊤
[ηxn

2 0
0

ηyn
2

]
∇f(xt, yt)

≤σ2

2
n2
[
η3xL

2
x,max + η3yL

2
y,max

]
+EE1 +EE2 + [∇f(xt, yt)]

⊤

[
η3
xn

3L2
x,max

2 Idx 0

0
η3
yn

3L2
y,max

2 Idy

]
∇f(xt, yt).
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When choosing ηx ≤ 1
2Lx,maxn

and ηy ≤ 1
2Ly,maxn

, it ensures that

n

3

[
ηxIdx

0
0 ηyIdx

]
⪯
[ηxn

2 Idx
0

0
ηyn
2 Idy

]
−

[
η3
xn

3L2
x,max

2 Idx 0

0
η3
yn

3L2
y,max

2 Idy

]
.

Therefore, we let Λ2 = n
3

[
ηxIdx

0
0 ηyIdy

]
be a PSD matrix. Then we obtain

f(xt+1, yt+1)− f(xt, yt) + ∥Λ∇f(xt, yt)∥2 ≤
σ2

2
n2
[
η3xL

2
x,max + η3yL

2
y,max

]
+EE1 +EE2.

Then we apply Lemma B.5 to bound EE1 and EE2, respectively. By the stopping time construction,
we have ∥∇xf(xt, yt)∥ ≤ ∥∇f(xt, yt)∥ ≤ G. Therefore, we have

EE1 = −ηxnE⟨∇xf(xt, yt),
ĝt
n
− gt

n
⟩

≤ ηx
µn

2
Lx(d+ 3)3/2G.

Similarly, we have

EE2 = η2xLxn
2E∥ ĝt

n
− gt

n
∥2

≤ η2xLxn
2
[
32d∥∇xf(xt, yt)∥2 + 108µ2L2d4

]
.

We further simply the inequality by letting ηx ≤ 1
384Lxnd

. Then we have

f(xt+1, yt+1)− f(xt, yt) + [∇f(xt, yt)]
⊤
[
n
4 ηxIdx 0

0 n
3 ηyIdy

]
∇f(xt, yt)

≤ σ2

2
n2
[
η3yL

2
y,max + η3xL

2
x,max

]
+ o(µ),

where o(µ) represents a small error term when µ tends to 0. Lastly, we sum over t < τ and obtain

f(xτ , yτ )− f∗ +
∑
t<τ

[∇f(xt, yt)]
⊤
[
n
4 ηxIdx

0
0 n

3 ηyIdy

]
∇f(xt, yt)

≤f0 − f∗ +

[
σ2

2
n2
[
η3yL

2
y,max + η3xL

2
x,max

]
+ o(µ)

]
T,

which completes the proof. Here, o(µ) ≤ 3ηxµnLxdG by letting µ ≤ G
Lx

6
d3/2 .

C PROOF OF THEOREM 3.4

Here, we re-state our main theorem with full details.

Theorem C.1. Suppose that Assumption 3.2 and Assumption 3.3 hold for the objective function
f(x, y) := 1

n

∑n
i=1 f(x, y; i) and satisfy the hybrid generalized smoothness properties. Let δ ∈

(0, 1) and {(xt, yt)}Tt=1 be the SGD with Random Shuffling dynamic generated by Algorithm 1 for
solving the optimization problem Eq. (1). Given F as

F =
8

δ
[f0 − f∗ + σ′],

where f0 := f(x0, y0) is the initial function value and σ′ is a constant-level value given by Eq. (4)
and H as

H = 2

√
[200G2 d

n +G2 + σ2

n ]T

δ
,
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define the stopping time as τ = τ1 ∧ τ2, where τ1 := mint{t | f(xt+1, yt+1) − f∗ > F} ∧ T and
τ2 := mint{t | ∥ϵt∥ > H} ∧ T , where ϵt is defined in Lemma B.6. If learning rates ηx, ηy , and the
perturbation stepsize µ are chosen such that

ηx ≤ min

{
1

2Lx,maxn
,

1

384Lxnd
,

√
2

T

1

σnLx,max

}
,

ηy ≤ min

{
1

2Ly,maxn
,

√
2

T

1

σnLy,max

}
, (3)

µ ≤ min

{
G

Lx

6

d3/2
,

1

3LxTndG

}
.

where all constant G,Lx,max, Ly,max, Lx, Ly are defined relying on F with presented in Lemma B.4,
and the maximum number of epoch T is chosen as

T ≥ ϵ−2

[
2

δ
+

G2

8

]
+ ϵ−4

[
f0 − f∗ + 3

n

]
,

then with the probability at least 1− δ,
1

T

∑
t<T

E ∥∇f (xt, yt)∥2 ≤ ϵ2.

Proof. Let A :=
{

1
T

∑
t<T ∥∇f (xt, yt)∥2 ≤ ϵ2

}
and B := {τ ≥ T } be two events. We consider

the following lower bound of the probability of event A by conditioning it on the event B:
P(A) ≥ P(A ∩B) = P(A|B)P(B)

≥ [1− P(Ac|B)][1− P(Bc)].

Our goal is to show that the probability of
{

1
T

∑
t<T ∥∇f (xt, yt)∥2 > ϵ2

∣∣∣τ ≥ T
}

(the event Ac|B)
and {τ < T} (the event Bc) are both small. We bound each term separately.

• First, we bound the probability of
{

1
T

∑
t<T ∥∇f (xt, yt)∥2 > ϵ2

∣∣∣τ ≥ T
}

. By
Lemma B.6, we let

σ′ =

[
σ2

2
n2
[
η3yL

2
y,max + η3xL

2
x,max

]
+ o(µ)

]
T. (4)

If the event is conditioned on τ ≥ T , we always have ∥∇f (xt)∥ ≤ G for t = 1, 2, . . . , T−
1, where G is determined by Lemma B.3. Then we obtain

P

(∑
t<T

∥∇f (xt, yt)∥2 > c
∣∣∣τ ≥ T

)
(i)

≤ P
(
e
∑

t<T ∥∇f(xt,yt)∥2

> ec
∣∣∣τ ≥ T

)
(ii)

≤ E
[
e
∑

t<T ∥∇f(xt,yt)∥2
∣∣∣τ ≥ T

]
/ec

(iii)

≤ exp

(∑
t<T

E ∥∇f (xt)∥2 +
G2

8

)
/ec

(iv)

≤ exp

(
1

ηminn
[f0 − f∗ + σ′] +

G2

8
− c

)
.

where (i) takes exponential on both sides, (ii) applies the Markov inequality, (iii) applies
the Hoeffding’s lemma, (iv) applies Lemma B.6 with setting ηmin = min{ηx

4 ,
ηy

3 } and
f0 := f(x0, y0).

Before we evaluate the necessary T , we need to choose hyper-parameters to make σ′ less
than some constant independent of d, n, or other crucial constants. To do so, we set

ηx ≤
√

2

T

1

σnLx,max
, ηy ≤

√
2

T

1

σnLy,max
, µ ≤ 1

3LxTndG
.
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Then we obtain σ′ ≤ 2ηx+ηy. Let c = Tϵ2 and e
1

ηminn [f0−f∗+2ηx+ηy ]+
G2

8 e−c ≤ δ
2 . Then

it solves

ϵ2T ≥ ln(
2

δ
) +

G2

8
+

1

ηminn
[f0 − f∗ + 2ηx + ηy]

T ≥ϵ−2

[
2

δ
+

G2

8

]
+ ϵ−2

[
f0 − f∗ + 2ηx + ηy

ηminn

]
.

• Then we bound the probability P(Bc) = P(τ < T ). Recap that we consider the stopping
time defined as τ = τ1 ∧ τ2, where τ1 := mint{t | f(xt+1, yt+1) − f∗ > F} ∧ T and
τ2 := mint{t | ∥ϵt∥ > H} ∧ T . Here, ϵt is defined as

ϵt =
1

n

n∑
i=1

∇̂f(xt,i; ξt,i)−
1

n

n∑
i=1

∇f(xt,i; ξt,i)︸ ︷︷ ︸
est. err.

+
1

n

n∑
i=1

∇f(xt,i; ξt,i)−∇f(xt)︸ ︷︷ ︸
stoc. err.

. (5)

We note that for the last dy entries, the estimation error term is 0 since we do not apply
gradient estimation for this part. Both F and H in the definition of stopping times will be
determined later. Then we notice that

P(Bc) = P(τ < T ) = P({τ1 < T} ∪ {τ2 < T})
= P(τ2 < T ) + P(τ1 < T, τ2 ≥ T ).

We bound each term separately as follows:

◦ Choose H such that P(τ2 < T ) ≤ δ
4 : We have

P(τ2 < T ) = P

(⋃
t<T

{∥ϵt∥ > H}

)
≤
∑
t<T

P (∥ϵt∥ > H)

(i)

≤
∑
t<T

3
n2E∥gt − ĝt∥2 + 3E∥ gtn −∇xf(xt, yt)∥2 + 3E∥ht

n −∇yf(xt, yt)∥2

H2

(ii)

≤

[
3

n

[
64d∥∇xf(xt, yt)∥2 + 216µ2L2

x,maxd
4
]
/H2

+
(
3L2

x,maxη
2
x + 3L2

y,maxη
2
y

) [
n2G2 + nσ2

]
/H2

]
T

(iii)

≤

[
200G2 d

n + 2G2 + σ2

n

]
T

H2

where (i) applies the Markov inequality, (ii) applies Lemma B.5 and Lemma 5 from
Mishchenko et al. (2020), and (iii) we choose a sufficiently small µ ≤ 8G

Lx,maxd3/2 and

learning rates ηx ≤ 1√
3Lx,maxn

and ηy ≤ 1√
3Ly,maxn

to simplify the upper bound.

Then we choose

[
200G2 d

n+2G2+σ2

n

]
T

H2 = δ
4 . It solves

H = 2

√
[200G2 d

n +G2 + σ2

n ]T

δ
. (6)

◦ Choose F such that P(τ1 < T, τ2 ≥ T ) ≤ δ
4 . Because {τ1 < T, τ2 ≥ T} ⊂

{f(xτ , yτ )− f∗ > F
2 },

P(τ1 < T, τ2 ≥ T ) ≤ P(f(xτ , yτ )− f∗ >
F

2
)

(i)

≤ 2E[f(xτ , yτ )− f∗]/F

≤ 2[f0 − f∗ + σ′]/F.
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where (i) applies the Markov inequality. Let δ
4 = 2[f(x0)− f∗ + σ′]/F . It solves

F =
8

δ
[f(x0)− f∗ + σ′]. (7)

Combining both upper bounds with choosing H and F defined by Eq. (6) and Eq. (7),
respectively, we have

P(Bc) = P(τ < T ) ≤ δ

2
.

Then we obtain the lower bound of P(A ∩B) as follows:
P(A ∩B) = P(A|B)P(B) ≥ [1− P(Ac|B)][1− P(Bc)]

≥ [1− δ

2
][1− δ

2
] = 1− δ +

δ2

4
≥ 1− δ.

Lastly, we discuss the hyper-parameter choices and the epoch complexity. To make Lemma B.6
hold, we have set ηx ≤ min{ 1

2Lx,maxn
, 1
384Lxnd

} and ηy ≤ 1
2Ly,maxn

and the perturbation stepsize

µ ≤ G
Lx

6
d3/2 . When bounding the probability of

{
1
T

∑
t<T ∥∇f (xt, yt)∥2 > ϵ2

∣∣∣τ ≥ T
}

and the
probability of P(τ < T ), we additionally require

ηx ≤ min{
√

2

T

1

σnLx,max
,

1√
3Lx,maxn

},

ηy ≤ min{
√

2

T

1

σnLy,max
,

1√
3Ly,maxn

},

µ ≤ min{ 1

3LxTndG
,

8G

Lx,maxd3/2
}.

Therefore, in summary, we have

ηx ≤ min

{
1

2Lx,maxn
,

1

384Lxnd
,

√
2

T

1

σnLx,max

}
,

ηy ≤ min

{
1

2Ly,maxn
,

√
2

T

1

σnLy,max

}
,

µ ≤ min

{
G

Lx

6

d3/2
,

1

3LxTndG

}
.

Under these hyper-parameter choices, we also need to require

T ≥ ϵ−2

[
2

δ
+

G2

8

]
+ ϵ−2

[
f0 − f∗ + 2ηx + ηy

ηminn

]
,

where ηmin = min{ηx

4 ,
ηy

3 }, to ensure that the probability of{
1
T

∑
t<T ∥∇f (xt, yt)∥2 > ϵ2

∣∣∣τ ≥ T
}

is small (less than δ
2 ). We observe that by simply

setting ηmin ≤ ϵ2 (we can always make it by choosing T ≥ Θ( ϵ
−4

n2 )), the above condition on T

degenerates to T ≥ Θ( ϵ
−4

n ). Therefore, it concludes that if T = Θ(ϵ−4/n), with the probability at
least 1− δ,

1

T

∑
t<T

∥∇f (xt)∥2 ≤ ϵ2.

Then the proof is completed.

Here, we discuss how we determine the optimal value ηmin = Θ(ϵ2). In general, we can set ηmin =
Θ(ϵα), which leads to the condition on T : T ≥ Θ(ϵ−2−α). A smaller α is always better. However,

we need to ensure the learning rate condition is satisfied; that is, ηmin ≤ Θ(
√

1
T ). It solves T ≤

Θ(ϵ−2α). We let ϵ−2α ≥ ϵ−2−α, which solves α ≥ 2. Therefore, when ηmin = Θ(ϵ2), the
complexity is optimal and attainable.
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D EXPERIMENTS DETAILS

In this paper, we evaluate our proposed hybrid-tuning method across a diverse spectrum of scenarios
including three distinct tasks, two transformer-based language models, and three PEFT methods.
This extensive exploration not only demonstrates the broad applicability of our approach but also
provides robust evidence for its effectiveness and versatility in enhancing model performance across
various domains and architectures. In this section, we will briefly review these components and
delve into more details of our experiment settings.

D.1 OVERVIEW OF TASKS

In this section, we briefly discuss the task we consider in our paper. All of tasks are ready to use
in the ZO-Bench code base (Zhang et al., 2024) and we follow the default setting and the same
train/test/validation split of their original implementations.

Text Binary Classification In this paper, we consider the Stanford Sentiment Treebank v2 (SST2)
dataset (Socher et al., 2013) and the Word-In-Context (WIC) dataset (Pilehvar & Camacho-Collados,
2018), which presents the simplest binary text classification problem. The SST2 dataset is suffi-
ciently simple and convenience to use to verify our motivating examples (as demonstrated in Fig-
ure 1a and Figure 1b). The WIC dataset provides a more challenging task that requires understanding
word meanings in different contexts. Both datasets serve as excellent benchmarks for evaluating the
performance of our proposed methods in binary text classification tasks.

Question Answering The Choice Of Plausible Alternatives (COPA) dataset (Roemmele et al.,
2011) is a common benchmark for evaluating the commonsense causal reasoning ability of a lan-
guage model. It contains one thousand English-language questions answer pairs. We choose this
task to evaluate our approaches in improving the question-answering capabilities of models, partic-
ularly in scenarios requiring causal inference and commonsense reasoning.

Common Sense Reasoning Task We consider the WinoGrande dataset (Sakaguchi et al., 2021),
which presents a challenging common sense reasoning task. The WinoGrande dataset is designed to
be a more difficult and larger-scale version of the original Winograd Schema Challenge, requiring
models to demonstrate human-like reasoning capabilities. By including WinoGrande in our exper-
iments, we aim to assess how well our approaches can enhance a model’s ability to reason about
complex scenarios and make appropriate inferences based on contextual information.

D.2 OVERVIEW OF PEFT MODULES

In this paper, we mainly consider three types of PEFT modules. In our proposed hybrid-tuning
approach, we jointly train one of these PEFT modules with the base LLM to improve the con-
vergence and overall performance. The following paragraphs provide a detailed overview of the
three main PEFT modules considered in this study: Prompt Tuning, Prefix Tuning, and Low-Rank
Adaptation (LoRA). In our experiments, we follow the default configuration of Zo-Bench code base
(Zhang et al., 2024) without making additional modifications. It is worth noting that our hybrid-
tuning methods are also applicable to other recently developed PEFT techniques including (1) other
LoRA variants such as X-LoRA (Buehler & Buehler, 2024), Llama-Adapter (Zhang et al., 2023b),
AdaLoRA (Zhang et al., 2023a), LoHa (Hyeon-Woo et al., 2021), and LoKr (Yeh et al., 2023); (2)
other soft prompts techniques such as P-tuning (Liu et al., 2021; 2023); and (3) Infused Adapter by
Inhibiting and Amplifying Inner Activation (IA3) methods (Liu et al., 2022).

Prompt Tuning Prompt tuning (Lester et al., 2021) is a lightweight fine-tuning method that
prepends trainable continuous prompt tokens to the input. These prompt tokens are optimized during
training while keeping the pre-trained language model parameters frozen. This approach allows for
task-specific adaptation with a small number of parameters. Prompt tuning is particularly effective
for large language models and can be seen as a form of soft prompting that learns optimal input
representations for specific tasks.
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(a) Training curves for OPT-1.3B model with the prompt tuning on the SST2 dataset with using the optimal
hyper-parameter indicated in Table 2. The hybrid-tuning achieves the significant better performance. Notably,
this phenomenon is also observed in other tasks and for other model architectures.

(b) Training curves for Vicuna-7b-v1.5 model with the prompt tuning on the WinoGrande dataset.

Figure 3: Comparison of training curves for different models and datasets. These results demonstrate
that the similar outperformance of hybrid-tuning is observed across various model architectures and
NLP tasks.

Prefix Tuning Prefix tuning (Li & Liang, 2021) extends the concept of prompt tuning by adding
trainable prefix tokens not only to the input but to each layer of the transformer model. This method
prepends a trainable continuous prefix to the keys and values of the self-attention layers in each
transformer block. By doing so, prefix tuning allows for more flexible and expressive task-specific
adaptations compared to prompt tuning, while still maintaining a relatively small number of trainable
parameters.

LoRA Low-Rank Adaptation (LoRA) (Hu et al., 2021) is a parameter-efficient fine-tuning method
that adds low-rank decomposition matrices to the weights of the pre-trained model. Instead of di-
rectly updating the model’s weight matrices, LoRA introduces pairs of rank decomposition matrices
for each weight matrix being tuned. These low-rank matrices are initialized randomly and trained
to adapt the model to specific tasks. LoRA significantly reduces the number of trainable param-
eters while maintaining competitive performance compared to full fine-tuning. It offers several
advantages, including faster training, lower memory requirements, and the ability to switch between
multiple fine-tuned tasks efficiently by changing only the LoRA parameters.

D.3 CONVERGENCE OF HYBRID FINE-TUNING

In this subsection, we present the training curves (including the training loss, validation accuracy,
and the test accuracy) for OPT-1.3B (Zhang et al., 2022) model on SST-2 (Socher et al., 2013) dataset
in Figure 3a. We observe that a significant efficiency gain in terms of training steps. The hybrid
method consistently achieves optimal performance regarding the training loss. This trend is observed
across different tasks, PEFT methods, and model architectures, suggesting that the efficiency of
hybrid tuning scales well (e.g. for Vicuna-7b-v1.5 model on the WinoGrande dataset in Figure 3b).
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D.4 ESTIMATING SMOOTHNESS

In Figure 1a and Figure 1b, the smoothness of the loss landscape of the OPT-125M (and the LoRA
module) is estimated by approximating the norm of Hessian matrix at the stochastic data point using
the zeroth-order gradient estimation to the Hessian-vector products (HVPs):

Hessian(x)⊤v ≈
∑

ξ∈Batch

∇f(x+ hv; ξ)−∇f(x; ξ)
h

,

where∇f(x; ξ) is the stochastic gradient at x for the data point ξ in the given data batch, h is a small
perturbation size, and v is a random unit vector. We estimate the Frobenius norm ∥Hessian(x)∥F ≈√
Ev⊤H2v of the Hessian by sampling multiple random vectors and computing these HVPs.

For Figure 1a, we initialize the parameter of pre-trained binary classification OPT-125M model and
train it over the SST2 dataset for 5000 steps with setting the learning rate η = 5 × 10−5 and the
batch size 8. We sample 100 independent vectors from the unit sphere to estimate the HVP with the
perturbation h = 10−5 and obtain the Hessian norm as the approximation of the local smoothness
constant L.

For Figure 1b, we initialize the parameter of pre-trained binary classification OPT-125M model as
the base model and randomly initialize the LoRA module with the rank 16 and the LoRA Alpha 32
(the detailed configuration can be found in the source code) and jointly train both components over
the SST2 dataset for 5000 steps with setting the learning rate η = 5× 10−5 and the batch size 8.We
collect all parameters along the SGD trajectories. We perturb the parameter of the base LLM and the
LoRA module, respectively, with 100 independent vectors from the unit sphere and the perturbation
h = 10−5 to estimate the smoothness.
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