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COMPACT: COMPositional Atomic-to-Complex Visual Capability Tuning

Supplementary Material

In this supplementary material, we provide related work419

(§A), additional method details (§B), additional experiment420

details (§C), additional analysis (§D), ablations (§E), and421

additional discussions (§F). Finally we include visualiza-422

tions (§G) that demonstrate the effectiveness of composi-423

tional tuning through comparative case studies.424

A. Related Work425

Visual Instruction Tuning. Instruction following is an es-426

sential capability in language models [31, 39], and how the427

model responds to a prompt can be critical to the evalu-428

ation of its performance [9]. The misalignment between429

the model response and the format demanded by question430

can cloud precise evaluation of its capabilities [1, 10, 26].431

Visual instruction tuning [18, 20] is proposed to adapt432

MLLMs to respond appropriately to diverse question for-433

mats (e.g., multiple-choice, short- and long-response ques-434

tions). VIT involves training a model on a fixed set of in-435

struction patterns that can be repeated during inference. Al-436

though VIT has shown performance improvements in gen-437

eral multimodal capabilities [12], recent work [8] has shown438

that optimizing for response formatting potentially limits439

the response quality of language models.440

Unlike VIT [20], which focuses on response formatting441

and simple capabilities of MLLMs, our approach explicitly442

models compositionality, improving performance on tasks443

that are more complex in capability space. Our method444

leverages the response formatting potential of VIT and com-445

plex reasoning potential of compositionally generated syn-446

thetic conversations to create a more optimal data recipe.447

Compositionality in LLMs and MLLMs. Composition-448

ality is the ability to combine simpler concepts or elements449

into more complex expressions [6]. In the context of vi-450

sual reasoning in MLLMs, compositional capability refers451

to a model’s ability to perform complex tasks by combining452

multiple capabilities [11], where each capability is related453

to understanding basic visual concepts such as objects, at-454

tributes, relationships. Recent work has shown that com-455

positional capability can be trained in LLMs [35, 38], but456

generalizations to the realms of MLLMs have been largely457

incomplete. Some studies highlight that while MLLMs do458

show signs of compositional capability [24], they struggle459

when constituting components and their combined patterns460

are not strongly learned or missing during training [2]. Fur-461

thermore, previous works have focused on limited domains462

such as geometry [3], visual recognition, and language [5]463

while others employ a relaxed definition of compositional-464

ity as a sequential array of tasks rather than fundamentally465

combining them. 466

However, studies show that general visual reasoning re- 467

quires strong compositional ability [37]. In order to train 468

compositional capabilities in MLLMs, modeling composi- 469

tionality in the training data is necessary. Our method lever- 470

ages these findings to create a data recipe for tackling com- 471

plex visual reasoning tasks across wider domains. 472

Data Efficiency in MLLMs. VIT is a data and compute- 473

heavy step in training [34]. Studies have found that the per- 474

formance of MLLMs can be reproduced with better tech- 475

niques, suggesting that the amount of data needed for VIT 476

can be reduced. For example, recent work has developed 477

effective VIT data recipes leveraging data selection meth- 478

ods and curating higher-quality training datasets [14, 22]. 479

ICONS [32] shows that models can achieve near perfect 480

performance across a suite of MLLM benchmarks with a 481

fraction of the original VIT dataset. On the other hand, 482

some studies proposed an alternative approach of scaling up 483

to improve visual reasoning capabilities even further [16]. 484

However, these methods treat compositionality as a 485

byproduct of scale rather than as a learnable capability. 486

COMPACT formalizes atomic capabilities and systemat- 487

ically incorporates their combinations into the dataset to ef- 488

ficiently address the limitations in generalization to com- 489

plex compositional tasks. By redistributing the composi- 490

tional complexity of the training data, we scale the model’s 491

exposure to complex tasks without scaling the data. 492

B. Additional Method Details 493

Tab. 3 shows the taxonomy of atomic capabilities and their 494

detailed descriptions. 495

C. Additional Experiment Details 496

Benchmarks. We evaluate the trained model on estab- 497

lished multimodal benchmarks with multi-capability set- 498

tings: 1) MM-Vet [36] includes 16 types of complex multi- 499

modal tasks integrated from 6 core capabilities (recognition, 500

OCR, knowledge, language generation, spatial awareness, 501

and math). 2) MME [7] is a manually designed dataset 502

for MLLM evaluation which contains 14 perception and 503

cognition related subtasks. 3) LLaVA-in-the-Wild [20] 504

is an open-ended visual question answering benchmark 505

that asks complex reasoning questions on real-world im- 506

ages. 4) SEED-Bench-2-Plus [15] evaluates text-rich vi- 507

sual comprehension skills of MLLM that focuses on charts, 508

maps, and webs. 5) MMStar [4] contains human reviewed 509

question-answers from existing benchmarks that span 6 510
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Table 3. Taxonomy of Atomic Capabilities. We identify 10 atomic capabilities and categorize them into three groups: Attribution,
Recognition, and Relation. Atomic capabilities serve as building blocks for compositional instruction tuning. For each capability, we
provide the definition and a question example that requires the capability to answer.

Group Capability Definition Example Question

Attribution Color Identifying or comparing colors of objects in the image What color is the car?
Shape Recognizing and describing the shapes of objects in the image What shape is the dining table?

Recognition

Object Recognition Identifying and naming objects present in the image What object is on the table?
Action Recognition Identifying what action is being performed What is the person doing in this image?
Text Recognition Reading and interpreting text visible in the image What word is written on the sign?
Spatial Recognition Understanding the overall spatial layout and arrangement of the entire scene How is the furniture arranged in this room?
Counting Determining the number of instances of something in the image How many people are in the room?

Relation
Spatial Relationship Identifying how specific objects are positioned relative to each other What is next to the red car?
Object Interaction Analyzing how multiple objects interact with each other How is the woman interacting with the laptop?
Scene Understanding Identifying the type of environment/setting Where is this scene taking place?

core capabilities (fine-grained perception, coarse percep-511

tion, mathematics, science & technology, logical reasoning512

and instance reasoning). 6) CV-Bench [30] is a MLLM513

benchmark specialized for 2D and 3D visual understand-514

ing which includes spatial relationship, object count, rela-515

tive distance, and depth order. 7) TextVQA [28] evaluates516

visual reasoning capabilities related to texts in the image.517

8) InfoVQA [23] measures reasoning and arithmetic skills518

using infographic images.519

We provide a system prompt for capability analysis that520

identifies the required capabilities for a given question. We521

also provide implementation details for the compositional522

question generation and verification systems used in our523

experiments. The question generation system prompt gen-524

erates multi-capability questions through structured guide-525

lines that blend different capabilities naturally and can only526

be answered by checking the images. The question verifi-527

cation system prompt checks if the questions meet all re-528

quirements and include the required number of capabilities,529

without relying on subjective interpretations or having com-530

positional flaws. We provide the system prompt below.531

System Prompt for Capability Analysis

Prompt: You are an AI assistant that analyzes questions
to identify the core capabilities required to answer them.
Given a question, identify ALL the capabilities it requires
from this list:
- spatial relationship (understanding relative positions)
- object interaction (how objects/people interact)
- object relationship (relationships between objects)
- text recognition (reading text in images)
- spatial recognition (understanding 3D space)
- action recognition (identifying actions/activities)
- object recognition (identifying objects)
- counting (counting objects/people)
- color (identifying colors)
- shape (identifying shapes)

Return ONLY a JSON array of the required capabilities,
like: [”capability1”, ”capability2”]

532

D. Additional Analysis 533

Visual Capability Distribution in LLAVA-665K. Fig. 4 534

shows the distribution of the number of capabilities required 535

per question. We sampled 1,000 data points from LLAVA- 536

665K which contains 5,668 questions, and analyzed their 537

compositional complexity using Gemini-2.0-Flash. The 538

mean compositional complexity of the questions is approxi- 539

mately 1.5, and mode is 1, with 59.2% of questions utilizing 540

only one capability. An additional 30.9% of questions use 541

2 capabilities, resulting in 90.1% of questions requiring 2 542

or less atomic capabilities. Only 0.1% of questions require 543

5 capabilities, and a small fraction (0.2%) require as many 544

as 10 capabilities (e.g., ”Question: Describe this photo in 545

detail.”). LLAVA-665K VIT’s training paradigm exhibits 546

a complexity cliff —a steep decline in downstream task per- 547

formance as k increases (Tab. 2). This performance gap 548

between different compositional complexities shows how 549

VIT’s complexity-agnostic training leaves models unpre- 550
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System Prompt for Question Generation

Prompt: You are an AI assistant that generates challenging but well-defined questions and answers about images. First, I will
provide you with k specific capabilities. Generate 1 question that naturally integrates EXACTLY these k capabilities.
IMPORTANT:
• If the question can be answered without looking at the image (e.g., the answer can be inferred from the question itself or previous

questions), it’s a BAD question
• Questions should be reasonably challenging but must have clear, unambiguous answers
• All answers must be extremely concise - use only a single word or short phrase
• Each question must be a single, integrated question that naturally combines all k given capabilities
• DO NOT use ”and” or commas to combine separate questions
• Questions should require careful observation and reasoning
• Only generate questions when you can determine the answer with high confidence
• Avoid subjective or ambiguous questions
• ONLY ask about objects and capabilities that are ACTUALLY PRESENT in the image
• NEVER create questions about objects or features that don’t exist in the image
• Generate diverse questions that differ in topic and required reasoning
CAPABILITY DEFINITIONS:
• spatial relationship: Identifying how specific objects are positioned relative to each other (above, below, next to, inside, etc.) -

focuses on the direct relationship between two or more particular objects
• spatial recognition: Understanding the overall spatial layout and arrangement of the entire scene - focuses on the general

organization, depth, perspective, or environmental context, rather than relationships between specific objects
• text recognition: Reading and interpreting text visible in the image
• action recognition: Identifying what action is being performed (can involve a single person/object)
• object interaction: Analyzing how multiple objects interact with each other (requires at least two objects) - MUST involve at

least one moving/active object, not just static objects positioned together - can include humans interacting with objects and
humans interacting with humans

• object recognition: Identifying and naming objects present in the image
• counting: Determining the number of instances of something in the image
• color: Identifying or comparing colors of objects in the image
• shape: Recognizing and describing the shapes of objects in the image
• scene understanding: Identifying where the image is taken or the type of environment/setting (indoor/outdoor, beach, mountain,

kitchen, office, etc.) - focuses on identifying the overall scene, background, or context of the image
Examples:
• BAD: ”What color is the car, and where is it located?” (two separate questions)
• BAD: ”What might the person be thinking?” (subjective/ambiguous)
• BAD: ”Is this a nice room?” (subjective)
• BAD: ”What breed of dog is in the corner?” (when no dog exists in the image)
• BAD: ”How are the fridge and desk interacting?” (static objects don’t qualify as interaction)
• BAD: ”What is the color of the red car?” (answer can be inferred from the question itself without seeing the image)
• GOOD: ”What color car is parked next to the red brick building?” (specific, clear answer)
• GOOD: ”How many yellow tennis balls are visible on the wooden court?” (requires counting + color)
• GOOD: ”What is the person in blue using to interact with the television?” (proper object interaction)
• GOOD: ”Where is this image taken?” (scene understanding)
• GOOD: ”Where is this scene happening?” (scene understanding)

pared for tasks requiring compositional generalization. In-551

terestingly, we observe that 1.1% of the data includes ques-552

tions with zero capabilities, as illustrated in Fig. 4. Fig. 5553

shows the frequency of capabilities in the LLAVA-665K554

dataset, with object recognition (38.97%) and scene un-555

derstanding (28.58%) being the most common. Other no-556

table capabilities include spatial relationship (25.14%), text557

recognition (24.68%), and color attribution (14.40%). Less558

frequent capabilities include object interaction (6.55%), ac-559

tion recognition (6.05%), counting (2.95%), shape attribu- 560

tion (1.13%), and spatial recognition (1.06%). 561

COMPACT preserves sampled image content from the 562

LLAVA-665K VIT dataset [20] when constructing new 563

conversations with compositional structure. This enables 564

a fair comparison between existing methods’ and COM- 565

PACT’s ability to extract richer and more structured infor- 566

mation from images. We further adjust the ratio between 567

our compositional data and the original VIT subset to study 568
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Example Questions with Different Compositional
Complexities

MM-Vet (k = 3):
Q: What is the color of the hat worn by the person in the
front left?
Required capabilities: color attribution, object recogni-
tion, spatial relationship
MMStar (k = 4):
Q: What is the position of the red rug in the living room?
Required capabilities: color attribution, object recogni-
tion, spatial relationship, scene understanding
MMStar (k = 5):
Q: Is the number of metal cars that are left of the tiny
matte school bus greater than the number of tiny cyan
double bus?
Required capabilities: spatial relationship, object recog-
nition, counting, color attribution, shape attribution

Figure 4. Distribution of Compositional Complexities in
LLAVA-665K samples. Majority of questions (59.2%) use one
atomic capability, followed by 30.9% using two.

how different mixtures affect the performance (§E). This al-569

lows us to find the optimal balance between the preservation570

of instruction-following capability and the development of571

compositional capabilities.572

Analysis of Conversation Distribution in LLAVA-573

665K. Fig. 6 shows the distribution of conversations per574

image in LLAVA-665K, where 97.69% of images contain575

20 conversation pairs. The average of 5.18 conversations576

per image (� = 5.62) reveals that the data is heavily con-577

centrated around shorter interactions. This concentration of578

data, where over 93.6% of samples fall below the 10-pair579

threshold, directly guided our decision to anchor the num-580

ber of conversations in the compositional tuning dataset to581

this range. By aligning with the dominant distribution, we582

ensure a fair comparison.583

Analysis of Limited Performance Gains on Knowledge-584

Intensive Tasks. While our compositional tuning ap-585

proach shows general improvements across various bench-586

marks, we observe more modest gains on knowledge-587

intensive tasks. Table 4 shows the performance compari-588

son across different model variants on OK-VQA, MMMU,589

Figure 5. Comparison of Capability Distribution. The heatmaps
show the frequency of each atomic capability in LLaVA (left) and
COMPACT (right) samples. The capabilities are sorted by fre-
quency based on the LLaVA capability distribution, with more
common capabilities appearing closer to the top. In LLaVA, the
distribution is notably imbalanced: object recognition and scene
understanding are some of the most frequent, while shape and spa-
tial recognition are less prevalent. In contrast, our COMPACT ex-
hibits a more balanced distribution across all capability categories.

Figure 6. Distribution of conversations per image in LLAVA-
665K. The majority of images (97.69%) have 20 conversation
pairs, with an average of 5.18 conversations per image (� = 5.62).
A small subset (2.31%) exceeds 20 conversations, including a
sample with a maximum length of 275. Total conversations:
3,444,246.

and MMMU-Pro benchmarks. With our 32k sample train- 590

ing set, we see relatively small improvements over the base- 591

line: OK-VQA (50.02% vs 49.30%), MMMU (33.89% vs 592

32.89%), and MMMU-Pro (20.23% vs 18.15% for stan- 593

dard tasks, 11.91% vs 11.44% for vision tasks). Notably, 594

even when training on the full dataset, the improvements 595

on MMMU remain limited (33.89%). While knowledge- 596

related tasks are not our main focus, this inspires future 597

work to design compositional tuning approaches covering 598

broader capabilities, which is outside of our vision-centric 599

capability scope. 600

E. Ablations 601

We conduct a series of ablation studies to investigate key 602

design considerations (atomic capability coverage, compo- 603
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Table 4. Limited Performance on Knowledge-Intensive Bench-
marks. Comparison shows modest improvements over baseline
on tasks requiring substantial world knowledge or domain exper-
tise. Numbers reported in accuracy (%) and relative performance
to full model (%).

Model OK-VQA MMMU MMMU-Pro Rel.
Standard Vision (Avg.)

Baseline 49.30 32.89 18.15 11.44 92.0%
Ours (32k) 50.02 33.89 20.23 11.91 96.6%
Full 57.96 33.89 20.12 11.97 100%

Figure 7. Leave-One-Out Analysis on Atomic Capabilities. We
measure the average performance degradation across benchmarks
by excluding an atomic capability from training. Higher drop indi-
cates higher importance of the atomic capability. Excluding scene
understanding and spatial relationships have the largest impact,
while that of excluding shape and action recognition are modest.

sitional complexity, and instruction tuning ratio) in COM-604

PACT. Unless otherwise specified, all experiments use 16K605

k = 1, 2, 3 compositional tuning data.606

Impact of Atomic Capability Coverage. To validate our607

choice of basis capabilities and understand their relative im-608

portance, we conduct a leave-one-out analysis by system-609

atically excluding questions requiring specific capabilities.610

As shown in Fig. 7, scene understanding and spatial rela-611

tionship emerge as the most critical capabilities, with their612

exclusion leading to significant performance drops. Text613

recognition and object recognition are also essential, while614

excluding more specialized capabilities like shape attribu-615

tion and action recognition has a smaller impact. This616

analysis validates our selection of atomic capabilities by617

demonstrating that each capability contributes meaningfully618

to overall performance without being redundant.619

Effect of Compositional Complexity. To isolate the im-620

pact of compositional complexity while controlling for data621

quality, we generate k = 1, k = 1, 2 and k = 1, 2, 3622

compositional tuning data using identical Gemini-2.0-Flash623

configurations. For fair comparison, we maintain consis-624

tent sample counts and use identical images across all three625

settings. The model trained on only k = 1 data (single ca-626

Figure 8. Compositional Complexity Analysis: Performance
comparison of models trained with different compositional com-
plexities. k = 1 means the model is only trained on a single atomic
capability per question, k = 1, 2 to both single and dual capabil-
ities, and k = 1, 2, 3 to single, dual, and triple capabilities. Re-
sults show consistent improvements as compositional complexity
increases.

pability per question) underperforms the model trained on 627

k = 1, 2, 3 compositional tuning data on complex reasoning 628

benchmarks. This shows that although the model trained on 629

k = 1 data can solve tasks with lower compositional com- 630

plexity, it struggles with generalization to those with higher 631

compositional complexity. 632

As shown in Fig. 8, increasing the compositional com- 633

plexity of the training data leads to consistent improvements 634

on all three benchmarks. Training on k = 1, 2, 3 composi- 635

tional tuning data achieves the highest performance on MM- 636

Vet (32.61) and MMStar (0.3577), demonstrating that expo- 637

sure to more complex compositional patterns during train- 638

ing enhances the model’s ability to handle complex multi- 639

capability tasks. Surprisingly, the model achieves 112% 640

performance on MM-Vet with only 16k data points com- 641

pared to the LLAVA-665K baseline, suggesting that a bal- 642

anced mixture of different compositional complexities im- 643

proves data efficiency. 644

Different Instruction Tuning Data Ratio. We vary 645

the amount of instruction tuning data sampled from the 646

LLAVA-665K VIT dataset to understand its impact on 647

model performance. Scaling this subset from 0% (pure 648

compositional tuning) to 7% of LLAVA-665K, we ob- 649

served an upward trend in performance which indicates that 650

the role of instruction tuning data is crucial. As shown 651

in Fig. 9, without instruction tuning data (0%), the model 652

achieves only 74.69% of the performance relative to the 653

model trained on LLAVA-665K, as it struggles to follow 654

instructions correctly. Increasing the instruction tuning data 655

to just 1% of LLAVA-665K significantly improves the rel- 656

ative performance to 96.56%. However, further increases 657

show diminishing returns, with 3% reaching 98.77% and 658

5% achieving nearly identical performance (99.99%) rela- 659

tive to the model trained on LLAVA-665K. Interestingly, 660

taking 7% of LLAVA-665K causes a slight decrease to 661

98.07%, suggesting that 5% represents an optimal balance 662
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Figure 9. Impact of Instruction Tuning Data Ratio on Perfor-
mance. Relative performance of models trained on COMPACT
with different ratios of instruction tuning data compared to stan-
dard VIT model trained on LLAVA-665K. The x-axis is the per-
centage of LLAVA-665K used for instruction tuning data, and
the y-axis shows the average relative score across benchmarks.
The performance improves significantly with a small percentage
of instruction tuning and stabilizes around 5%, indicating efficient
learning with reduced data.

between instruction tuning and compositional tuning data663

in terms of data efficiency and performance. These results664

suggest that instruction following capability is potentially665

orthogonal to the capabilities of the base model and the666

atomic visual capabilities, and can be acquired with mini-667

mal instruction tuning data.668

F. Additional Discussions669

Limitations. Our approach faces two key limitations.670

First, we rely on data generated from closed-source mod-671

els (i.e., Gemini), which potentially introduce their com-672

positional limitations and biases to our dataset. Second, our673

approach focuses on compositionality of visual capabilities.674

Therefore, our approach may not be optimal for addressing675

knowledge-intensive tasks. See Appendix D for a detailed676

discussion on knowledge-intensive task results.677

Future Work. We aim to extend COMPACT to accommo-678

date higher-order compositional complexity (k > 3). Cur-679

rently our method only generates data up to k = 3 due to680

the decreasing reliability of closed-source models at higher681

compositional complexities. Specifically, as the number682

of atomic capabilities increases, their integration tends to683

be more inconsistent, ambiguous, or erroneous. Future684

work could explore hierarchical composition approaches685

or hybrid data generation pipelines that combine multiple686

sources and verification steps to improve performance on687

higher compositional complexities. Additionally, experi-688

menting with explicit reasoning approaches (e.g., step-by-689

step decomposition) could further improve the model’s abil-690

ity to solve complex tasks while retaining data efficiency.691

G. Visualizations 692

Qualitative Comparison. We provide qualitative vi- 693

sualizations comparing outputs from our COMPACT 694

compositionally-tuned model against the model trained 695

with LLAVA-665K. Fig. 10 shows selected examples that 696

highlight how compositional tuning improves handling of 697

complex multi-capability tasks (k � 3). These cases 698

demonstrate our model’s enhanced ability to integrate mul- 699

tiple visual capabilities simultaneously, while the baseline 700

model often struggles with such compositionally complex 701

queries. 702

System Prompt for Question Verification

Prompt: You are an AI assistant that verifies if questions
about images properly utilize specified capabilities.
Given a question and its answer, analyze whether it NAT-
URALLY requires using EXACTLY k specified capabili-
ties - no more, no less.
IMPORTANT:
• The question should require ALL specified capabilities

to be answered
• The question should not require additional major capa-

bilities beyond those specified
• The capabilities must be naturally integrated, not artifi-

cially forced
703

COMPACT Data Visualization. We provide a visual- 704

ization of the COMPACT dataset to provide insights into 705

its compositional structure. Fig. 11 shows selected exam- 706

ples from COMPACT dataset. Each question is generated 707

from a combination of k atomic capabilities. These cases 708

demonstrate our model’s enhanced ability to integrate mul- 709

tiple visual capabilities simultaneously, while the baseline 710

model often struggles with such compositionally complex 711

queries. 712
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Figure 10. Qualitative comparison of model outputs. Examples showing responses from our compositionally-tuned model versus the
model trained with LLAVA-665K on complex queries requiring multiple capabilities (k � 3). Our model demonstrates better integration
of multiple visual reasoning capabilities, leading to more accurate and comprehensive responses.
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Figure 11. Visualization of COMPACT Compositional Tuning Samples. Here we provided two examples from our COMPACT
compositional tuning dataset, including k = 1, 2, 3.
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