
Supplementary Figure S1: Left to right: Scaled encoding, lag-layer and regular encoding plots for
Bert large embeddings across ROIs. The y-axis for the regular encoding plot is correlation. The
y-axis of the lag layer plot is lag (ms). The words used to train the encoding model were the
predictable words.
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Supplementary Figure S2: Left to right: Encoding, lag layer and scaled encoding plots when
GPT2-XL is given input sizes of 500 and 100 words. The y-axis for the regular encoding plot is
correlation. The y-axis of the lag layer plot is lag (ms).The ROI observed is the IFG and the encoding
model was trained on predictable words.
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Supplementary Figure S3: Left to right: regular encoding, lag-layer and scaled encoding plots for
the IFG and predictable words where the encoding model was given different words for the same
neural signal. T-1 is what we have in our paper, which is the embedding generated when GPT2-XL is
given all words up until the current word. T-2 is when the embedding is from the prior word. T-3 is the
embedding before that. T is when the embedding is the prediction GPT2-XL makes when given the
context up until and including the current word. The y-axis for the regular encoding plot is correlation.
The y-axis of the lag layer plot is lag (ms).



Supplementary Figure S4: Temporal hierarchy along the ventral language stream for unpredictable
words. (Top) location of electrodes on the brain, color coded by ROI with blue, black, red, green
corresponding to TP, IFG, aSTG and mSTG respectively. (Middle) Scaled encoding performance for
these ROIs. (Bottom) Scatter plot of the lag that yields peak encoding performance for each layer.
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Supplementary Figure S5: Regular encoding plots for combinations of ROIs (mSTG, aSTG, IFG,
TP) and word predictability (predictable, unpredictable, all words). The y-axis for the regular
encoding plot is correlation.



Supplementary Figure S6: Control analysis where, for each ROI we took all encoding training
examples {(X_i,Y_i)}, where i = 1, …, number of predictable words, X_i: embedding of word i, Y_i:
neural signal centered at onset of word i. We shuffled the Y_i’s with respect to the X_i’s. We then
re-ran our encoding analyses. The top player shows the result of plotting lag of maximal encoding
correlation (y-axis) vs. layer (x-axis) and the bottom shows the encoding correlations for lags
between -2000 ms and 2000 ms.



Supplementary Figure S7: Control analysis where, for each ROI we took all encoding training
examples {(X_i,Y_i)}, where i = 1, …, number of predictable words X_i: embedding of word i, Y_i:
neural signal centered at onset of word i. We then phase shuffled the Y_i’s and re-ran our encoding
analyses. The top player shows the result of plotting lag of maximal encoding correlation (y-axis) vs.
layer (x-axis) and the bottom shows the encoding correlations for lags between -2000 ms and 2000
ms.
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Supplementary Figure S8: Here we re-ran our analyses but trained a single encoding model per ROI,
where it was tasked to predict the neural signal averaged over electrodes in that ROI. Left to right: regular
encoding, lag-layer and scaled encoding plots for all ROIs, where the encoding model was trained on
predictable words. The y-axis for the regular encoding plots is correlation and the y-axis for the lag-layer
plots is lag in ms.



Supplementary Figure S9: Per-patient regular encoding results for patients 717, 742, 798, which
were the only patients that had greater than 5 electrodes for any ROIs. No patient had 5 or more
significant electrodes in the TP, so we omitted it from this analysis. Patient 798 only had 5 or more
(18) electrodes in the IFG. For the numbers of electrodes for each patient-ROI combination, see the
subplot titles. Y-axis is correlation.
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Supplementary Figure S10: Per-patient lag-layer results for patients 717, 742, 798. Y-axis is lag
(ms).
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Supplementary Figure S11: Per-patient scaled encoding results for patients 717, 742, 798.
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Supplementary Figure S12:We re-ran the regular encoding analysis, scaled encoding analysis and
lag-layer analysis (left to right) for different smoothing window sizes applied to the neural signal
(windows of 50, 100, 300). The correlations are all positive ( r>0.75) and significant (p<1e-10). The y
axis or regular encoding is correlation. The y-axis of the lag layer analysis is lag (ms).



Supplementary Figure S13: Left to right: Scaled encoding, lag-layer and regular encoding plots for
LLaMA 7b embeddings across ROIs. The words used to train the encoding model were the
predictable words for GPT2-XL.



Supplementary Table T1: Patient demographic information.

Supplementary Table T2: Patient clinical information.


