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The appendix provides a comprehensive exploration of the Mam-
baGesture framework’s components and methodologies. Key areas
of focus include:

(1) An in-depth examination of the human gesture data format
adopted in our research, with specifics presented in Section 1.

(2) A detailed description of the multi-modal feature processing
techniques that underpin our model, discussed in Section 2.

(3) A thorough analysis of the ablation studies that underscore
the efficacy of the individual elements within our framework,
as detailed in Section 3.

(4) A comparison of the model complexity and computational
costs, in terms of parameters and FLOPs, which is provided
in Section 4.

1 HUMAN GESTURE DATA FORMAT
Figure 1 showcases the skeletal structure of the gesture data from
the BEAT dataset. Figure 2 provides a detailed breakdown of the
joint names for the body and hands, with the image from [2]. The
dataset comprises 75 joints, including 27 for the body and 48 for
the hands, with joint rotations represented in Euler angles. The
root joint, or hips, includes a 3-dimensional translation, resulting
in the entire body being represented as a (75 + 1) × 3 matrix. For
whole body gesture generation, we utilize the full set of joints. For
upper body gesture generation, we select 14 upper body joints in
addition to the 48 hand joints. In line with DiffuseStyleGesture+
[4], we opt for rotation matrices over Euler angles for our train-
ing data representation, hypothesizing that this redundancy may
enhance robustness and accuracy. To expedite computation, we
employ a linear layer to project the original 𝑥𝑡 ∈ R684 to a reduced
dimensionality of 𝑥𝑡 ∈ R384.

2 MULTI-MODAL FEATURE PROCESSING
Our co-speech gesture generation framework leverages a rich set
of modalities, including Audio 𝑎, Text 𝑡𝑒𝑥𝑡 , Style 𝑠 , and Emotion 𝑒 ,
to produce synchronized and expressive gestures.

Audio: We preprocess the audio data by downsampling it to 16
kHz and then compute a comprehensive feature set 𝑓𝑎 ∈ R1131.
This set is a fusion of MFCC, Mel spectrogram, and prosodic fea-
tures, along with pitch onset points. These elements are combined
with features extracted by the pretrained WavLM Large model [1],
creating a robust audio feature representation.

Text: The speech transcript 𝑡𝑒𝑥𝑡 is processed using the pretrained
fastText model [3] to extract word vectors, which are then trans-
formed into a text feature space 𝑓𝑡𝑒𝑥𝑡 ∈ R301 through a linear
mapping layer.

Style:We encode personal style using a one-hot vector for each of
the 30 individuals in the dataset. A linear layer processes this vector
to produce the style feature 𝑓𝑠 ∈ R32, allowing the style encoder
𝐸𝑠 to capture the unique gestural styles of different speakers.

Emotion: The BEAT dataset’s eight emotions are each encoded as
a one-hot vector and transformed by a linear layer into the emotion
feature 𝑓𝑒 ∈ R12. The emotion encoder 𝐸𝑒 converts these vectors

Figure 1: Visualization of the BVH motion data format used
in the BEAT dataset.

Figure 2: Detailed joint names for the body and hands as used
in our approach.

into a continuous emotion feature space, integrating emotional
nuances into the gesture generation process.

Timestep: The noising timestep 𝑡 , sampled uniformly during
training, is encoded via position encoding and processed by a Mul-
tilayer Perceptron (MLP) to derive the time feature 𝑓𝑡 . The timestep
encoder 𝐸𝑡 consists of a series of fully connected layers that embed
the temporal dimension into the gesture sequence.

Noisy gesture: The noisy gesture 𝑥𝑡 , sampled from N(0, I), is
encoded by a linear layer to obtain the noisy gesture feature 𝑓𝑔 . The
gesture encoder 𝐸𝑔 is a linear layer that processes the noisy input
and extracts features relevant for the denoising stage of gesture
synthesis.

Others: To enhance the model’s robustness, the style feature 𝑓𝑠
and emotion feature 𝑓𝑒 are subjected to random masking based on
a Bernoulli distribution during training, simulating the variability
inherent in real-world scenarios.
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Figure 3: Visualization of differentMambaAttn block designs,
with the speech transcript: "... when you have to work Monday
through Friday the whole week, you are very tired ...", consis-
tent with previous figures.

3 ADDITIONAL DETAILS OF ABLATION
STUDIES

In this section, we present further visualizations of the ablation
studies conducted on the MambaAttn block design and feature
fusion modules. Figure 3 displays the various configurations of the
MambaAttn block. We experimented with adding a convolutional
layer before self-attention, arranging the block sequence to include
a convolutional layer with a kernel size of 3, followed by a self-
attention layer and a Mamba layer, with layer normalization at both
the beginning and end. This design is predicated on the hypothesis
that convolution can capture local information, self-attention can
grasp global context, and the Mamba layer can provide sequential
modeling.

Figure 4 visualizes the results from our ablation study on feature
fusion modules, showcasing the original DSG+ input module, SA
fusion module, SEA fusion module, and SEAD-basic fusion module.

Additionally, we illustrate the SEA feature fusion module. Com-
pared to the SEA fusion module, the SA feature fusion module does
not incorporate emotion as a condition, highlighting the impact of
including emotional context in the fusion process.

These visualizations provide a clear comparison of the different
design choices within our MambaAttn block and feature fusion
modules, underscoring the importance of each component in en-
hancing the quality of co-speech gesture generation.

4 PARAMS AND FLOPS
OurMambaGesture framework, as detailed in Table 1, demonstrates
a notable advancement over existing state-of-the-art methods in co-
speech gesture generation. Our model exhibits a higher parameter
count at 6.443 million, compared to CaMN’s 0.303 million, MDM’s
3.691 million, and DSG+’s 3.629 million. This increase reflects the

Figure 4: Comparative visualization of different feature fu-
sion modules, using the speech transcript: "... when you have
to work Monday through Friday the whole week, you are very
tired ...", for consistency with related visualizations.
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Figure 5: The SEA feature fusion module, demonstrating
the integration of style and emotion into the feature fusion
process.

complexity of our architecture, which incorporates advanced multi-
modal data processing components and the innovative MambaAttn
block.

In terms of computational efficiency, our method requires 33.229
billion FLOPs, which is more efficient than CaMN’s 51.377 billion
and substantially lower than MDM’s 56.952 billion. While DSG+
operates at the lowest computational cost of 12.416 billion FLOPs,
our model’s enhanced performance justifies the additional compu-
tational expense.

Focusing on the Mamba-only variant of our architecture, which
excludes the attention mechanism from MambaAttn block in the
denoising process, we observe a significant reduction in parameters
to 3.131 million and FLOPs to 22.183 billion. Despite this simplifica-
tion, the Mamba-only model achieves commendable results, with a
competitive FGD Score, high Diversity Score, and the highest Beat-
Align score among all methods. This underscores the efficacy of
the Mamba model in efficiently fusing multi-modal features while
maintaining high performance.

The balance between computational cost and performance is
a critical aspect of model design. Our MambaGesture framework
demonstrates that the trade-off is well warranted, with the increased
Params and FLOPs contributing to the state-of-the-art performance
in co-speech gesture generation, as evidenced by our extensive
experimental evaluation.
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Table 1: Comparison of params and FLOPs across different methods, highlighting the effectiveness of our MambaGesture
framework. The best is bold, and the second is underlined.

Method FGD Score↓ Diversity Score↑ L1Div Score↑ SRGR Score↑ BeatAlign↑ Params (M) FLOPs (G)

GT - 395.20 850.51 - 0.893 - -
CaMN 65.74 277.06 587.12 0.241 0.819 0.303 51.377
MDM 106.56 331.53 1001.52 0.229 0.810 3.691 56.952
DSG+ 103.15 352.31 789.83 0.238 0.841 3.629 12.416
Ours (Mamba-only) 46.58 358.49 864.19 0.238 0.867 3.131 22.183
Ours 22.11 434.94 1128.79 0.237 0.853 6.443 33.229

The data presented in the table illustrates the superior perfor-
mance of our full MambaGesture framework, particularly in achiev-
ing the lowest FGD Score and the highest scores in Diversity and
L1 Diversity, indicating a significant improvement in the quality
and variation of generated gestures. Our Mamba-only variant also
shows exceptional performance, especially in BeatAlign, confirm-
ing the effectiveness of Mamba’s sequence modeling in aligning
gestures with audio beats. The trade-off between the number of pa-
rameters and computational cost is evident, yet the gains in gesture
generation quality affirm the value of our approach.
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