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In the supplementary material, we provide the descriptions of the
main notations, explore different emotion knowledge distillation
methods, design a simple framework to validate the generality of the
proposed training paradigm and introduce more visualization results.
The code for our model is in the attachment.

1 THE MAIN NOTATIONS
The main notations in the manuscript and the corresponding descrip-
tions are shown in Table. 1.

2 DETAILS OF THE DATASETS
In this section, we provide details of the two datasets used in the man-
uscript, i.e., StickerChat [2], DSTC10-MOD [1] and SER30K [6].

StickerChat is a multi-modal multi-turn dialog dataset, collected
from public chat groups in messaging apps. The 20 utterances be-
fore each sticker image are stored as the historical context of the
conversation, and together with the sticker image form a sample
pair. It consists of 320, 168 training pairs, 10, 000 validation pairs,
and 10, 000 testing pairs. Each sentence in the training set contains
an average of 7.54 words and each dialogue contains an average of
5.81 users. StickerChat contains a total of 174, 695 sticker images
across 3516 topics, and the average number of stickers in a topic is
49.64. Furthermore, the author of the stickers assigns each sticker
with a corresponding emoji tag to convey its semantic or emotional
meaning.

DSTC10-MOD is a competition dataset published by WeChat
Conversation Platform, which consists of real open-domain conver-
sations and is available in both Chinese and English. Following [7],
we only adopt the Chinese version of DSTC10-MOD. It contains
45, 000 open-domain dialogs with 307 stickers, each sample consists
of a history dialog and stickers appearing in the dialog. Since the
competition has ended, and to our knowledge the test set is cur-
rently no longer available, all experiments in the main manuscript
are evaluated on the validation set.

SER30K is a large-scale sticker emotion recognition dataset, its
sticker images are crawled from a sticker image website and an-
notated by three expert annotators. The dataset comprises of 1, 887
sticker topics with a total of 30, 739 sticker images, with training, val-
idation, and test sets accounting for 70%, 10%, and 20% respectively.
Each sticker is labeled with one of the seven emotion categories, i.e.,
sadness, disgust, surprise, happiness, fear, anger and neutral. In addi-
tion, about 19% of the images in the dataset contain textual content,
which consists of commonly used phrases in daily conversations,
resulting in relatively shorter text length (most samples have text
lengths lower than 6).

3 DETAILS OF THE TEACHER MODEL
We use the standard ResNet50 [3] as the teacher model for the EKD
module. The batch size is set to 128, training a total of 100 epochs
on SER30K [6]. The input image is scaled to 128 × 128 and then
randomly rotated and randomly horizontally flipped. We apply the
Adam optimizer with a learning rate of 10−4, adjusting its decay
schedule to decrease the learning rate by a factor of 0.1 at the 50th
and 80th epochs. The final classification accuracy of the teacher
model on the SER30K test set is 64.56%, which can be considered
as an upper bound on the performance of the student model.

4 VISUALIZATION RESULTS
Fig. 1 shows visualization results in the StickerChat [2] validation
set, where (a) and (b) are examples of common usages of stickers,
(c) and (d) are two representative failure cases. The main usage of
Stickers in dialogues is Strategic (i.e., maintenance of social status
quo, forming sympathy) and Functional (e.g., substitute for text,
supplement for text) [4, 5]. In (a), the user uses the sticker to express
a different emotion from the dialogue. The sticker in this example
mainly plays a strategic role, forming sympathy among users in the
conversation. The user expresses his attitude toward the story by
“hahaha”, which means he finds the story interesting. But at the end
of the dialogue, he responds with a sticker of a cat cowering under
the quilt, and the textual content in the sticker is weak, pathetic, and
helpless. The user complements his sentiment with such a sticker
and expresses sympathy for his little niece who lost teeth. In (b),
the user uses the sticker to supplement the text. In the historical
dialogue, the user expresses annoyance that the old mouse is not
damaged when he wants to buy a new one. He then responds with
a sticker of a weeping cartoon character to emphasize his negative
emotion.

In (c) and (d) we show two failure cases. We show the Top-6
stickers with the model prediction scores, where the score of the
ground truth sticker is shown with a green background. Some stick-
ers contain textual content, which is closely related to the semantics
and emotions expressed by these stickers. For example, the ground
truth sticker shown in (c) contains textual content, which must be
taken into consideration in order to make an accurate prediction.
However, we did not construct a corresponding branch to analyze
the textual content in the sticker. As a result, the model may mis-rank
the candidate stickers even if the top-ranked sticker seems to match
the conversation. We believe that introducing optical character recog-
nition can improve the understanding of stickers by the model, which
can be a future research direction. Some sticker responses are related
to the user’s personal preferences. We show in (d) that multiple
suitable sticker responses could exist in the candidate set. Since the
StickerChat dataset is collected in real conversation scenarios, the
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sticker responses are related to the user’s characteristics. Although
the sticker with the first ranking score predicted by our model also
matches the conversation, it does not match the user’s preference.
We believe that investigating the modeling of personalized sticker
responses for individual users could be a valuable future research
direction.
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Table 1: Summary of the main notations in the manuscript as well as the corresponding descriptions. Note that all the notations have
been explained in the manuscript.

Notation Description

𝑈 the input multi-turn dialogue

𝑢𝑖 the 𝑖-th utterance in the dialogue

𝑁𝑈 the number of utterances in the dialogue

𝑁𝑆 the number of candidate sticker images

𝑆 the candidate sticker images

𝑠𝑖 the 𝑖-th image in the candidate sticker images

𝑓 the ranking model

𝑝𝑜𝑠 the index of the ground truth sticker in 𝑆

𝑛𝑒𝑔 the negative samples in dialogue-sticker matching

𝐻,𝑊 the height and width of the input image

V the vision features of image encoder output

𝑣𝑖 the 𝑖-th vision feature of the image encoder output

𝑣𝑐𝑙𝑠 the global vision feature

𝑁𝑉 the length of sequence vision features

𝐶𝑉 the dimension of vision features

W the text representations

𝑤𝑖 the 𝑖-th word embedding in W

𝑁𝑇 the number of words

𝐶𝑇 the dimension of word embedding

𝑤𝑐𝑙𝑠 the average of all word features

𝐾 the number of samples in a mini-batch

V̂, Ŵ the features of vision and language modalities in a common embedding space

𝑣, 𝑤̂ the [CLS] token embeddings of V̂ and Ŵ

P the probability predicted by multimodal encoder

𝐶𝑆 the dimensions of SER30K image features extracted by the teacher model

𝑀 the number of clusters for each emotion category in the EKD module

𝐸 the Emotion Anchor feature matrix in the EKD module

V𝑒 the StickerChat image features extracted by the teacher model

V𝑎𝑢𝑔1,V𝑎𝑢𝑔2 the output of the image encoder for two parallel data augmentations

𝑣𝑎𝑢𝑔1, 𝑣𝑎𝑢𝑔2 the [CLS] token embeddings of each sticker

𝑃𝑇 , 𝑁𝑇 the positive and negative score of the dialogue

𝛼, 𝛽,𝛾 the trade-offs between the individual objective functions
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Well… whatever you say

我小侄女不到三岁，前段时间学刷牙，前几次给

她刷，一刷大牙时她就老把牙膏咽下去哈哈哈哈

刷了几次，她就嚷着自己刷，刷的可卖力了，
一次刷了会她就不刷了，之后一直用手摸嘴，

奶奶看了看牙也没了

之后再也不嚷着刷牙了

之前刷牙可积极了

现在都不刷了

啊哈哈哈哈哈哈哈

哈哈哈哈哈哈哈

My niece is less than 3 years old and learned to brush 

her teeth. At the beginning I brushed her teeth, she 

kept swallowing the toothpaste hahaha

After brushing a few times, she yelled to brush herself 

and brushed very hard. Once she stopped brushing after 

a while and kept touching her mouth. Grandma checked 

her teeth and found that they were gone

Never yelled to brush teeth after that

 Keen to brush before

Now don't do it anymore

Hahahahahahaha

Hahahahahahaha

(weak, pathetic and helpless)

我小侄女不到三岁，前段时间学刷牙，前几次给

她刷，一刷大牙时她就老把牙膏咽下去哈哈哈哈

刷了几次，她就嚷着自己刷，刷的可卖力了，
一次刷了会她就不刷了，之后一直用手摸嘴，

奶奶看了看牙也没了

之后再也不嚷着刷牙了

之前刷牙可积极了

现在都不刷了

啊哈哈哈哈哈哈哈

哈哈哈哈哈哈哈

My niece is less than 3 years old and learned to brush 

her teeth. At the beginning I brushed her teeth, she 

kept swallowing the toothpaste hahaha

After brushing a few times, she yelled to brush herself 

and brushed very hard. Once she stopped brushing after 

a while and kept touching her mouth. Grandma checked 

her teeth and found that they were gone

Never yelled to brush teeth after that

 Keen to brush before

Now don't do it anymore

Hahahahahahaha

Hahahahahahaha

(weak, pathetic and helpless)

  

我的QQ客户端没绑定

密保绑定了拿来找回密码就可以了

简单点比较好，不要让我记那么多密码

搞个本地汉化不就完了

一段时间不用就忘了

喜欢原生态

NEG

0.122 0.119 0.113

0.108 0.102 0.099

My QQ client is not binding

Use it to retrieve password after binding

Just get a local Chinese version

Prefer original version

不汉化

Better to keep it simple and not let me 

memorize so many passwords

Will be forgotten if not used  after a while

Not the Chinese version

POS

POS

NEG

0.749

NEG

0.747

NEG

0.758

NEG

0.768

NEG

0.505

POS

0.502

(d) Failure case 2

今天京东简直有毒。。

Jingdong Mall is simply awful today...

刚刚那个鼠标怎么弄的。。

How did that mouse...

珍爱钱包，远离什么值得买

Cherish your wallet and stay away 

from “what's worth buying”

我去看看 

Let me see

599-120的券，什么值得买专享

The 599-120 coupon, exclusive to “what's worth buying”

我手上一个雷蛇鼠标用了5年了还没坏好烦

I've had a Razer mouse for 5 years and it hasn't 

broken, it's so annoying

I've had a Razer mouse for 5 years and it hasn't 

broken, it's so annoying

(a) Strategic Usage (b) Functional Usage

中医认为是人的身体用一种药用多了会有抗药性，
西医认为是病毒产生抗药性，虽然说法不同，但是
应对手法都类似

不同观点，就会产生分歧了

嗯...不管你们怎么说

我还是信中医这类东西

讨论这个意义不大啊NEG

NEG

NEG

0.186 0.125 0.122

0.117 0.108 0.071

Chinese medicine believes that the body becomes resistant 

to one medicine after using it too much, while Western 

medicine believes that a virus develops resistance to it. 

Although there are differences in theory, the treatment 

methods are similar.

Differences of view can lead to disagreements

I still believe in Chinese medicine

Not much sense in discussing this

NEG

0.729

NEG

0.670

NEG

0.648

NEG

0.764

NEG

0.761

POS

0.528

(c) Failure case 1 

Well… whatever you say

Low

High

Low

High

Figure 1: Visualization of samples on the StickerChat [2] validation set. In (a) and (b) we show the effect of stickers in the dialogue. In
(c) and (d) we show two failure cases.
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