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Recent Progress in Reinforcement Learning (RL)
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Overview: Difficulties for a Reinforcement Learning Developer/Researcher

A typical procedure for developing with Deep Reinforcement Learning;

Prototyping Incorporate environments, agents, model 1. Hardness in hands-on coding
Phase learner, sampler, etc. for developers.
Customisation Determine hyperparameters, neural — 2. Require extensive efforts,
Phase network architecture, etc. effective evaluation framework

and expert experience.

It's usually an Algorithm

iterative Comparison
procedure! Phase

ne different algorithms, m===) 3.Require in-depth knowledge
ances, etc. about DRL algorithms.




What Are Provided in RLzoo

1. High-level yet flexible APIs for 1. Hardness in hands-on coding
claring DRL agents for developers.

|

cting process 2. Require extensive efforts,
) effective evaluation framework

and expert experience.

3. Require in-depth knowledge
about DRL algorithms.



An example launch script with RLzoo (less than 10 lines):

API table:

env = build_env(EnvName, EnvType) Return the built environment instantiation with the
name and type of it.

alg_params, learn_params = call_default_params(env,

Return two dictionaries of default hyper-
parameters w.r.t. environments and algorithms.
agent = eval(AlgName+*(**alg_params)’) Instantiate the class of DRL agent.
agent.learn(env, mode="train’, render=False, **learn_params)| Launch training/testing process with the agent.

EnvType, AlgName)




2. Automatic Agent Construction

By applying three adaptor modules:

* observation adaptor

* policy adaptor
Observation Type
Vector/Image/Dict.

Environment

Action Type
Discrete/Continuous

Observation

>

Il

Policy

Y

MLP/CNN/Multi-head

Y

Stochastic Deterministic

Logits
Y

Categorical/
Diagonal Gaussian

Algorithm

Policy Type
Stochastic/
Deterministic

Y




Implemented DRL algorithms in RLzoo (more than 10 types):

+

Comparison against other libraries: (in terms of alg., env. supports and script brevity )
o

Baselines |9 |5/ 7 7 | NA _
Tashou |8 |5 /7 /150
4

ReAgent (4 |3/ /x|
Cgwge [0 6/ 7 X |50
el (35 7/ /[ 103
MushoowRL [ |7/ /X [510
Tensorforce |8 |5/ /7 |5




Collective APIs Point-to-point APls

role_size request
role_all_reduce save
role_broadcast queue
role_barrier queue_pair

CPU CPU - CPU -

Machine 1 Machine N

1. More details see the branch: https://github.com/tensorlayer/RLzoo/tree/distributed_rlzoo
2. KunFu: https://github.com/Isds/KungFu



https://github.com/lsds/KungFu
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s for the support of TensorLayer community.
ook forward to your contribution to RLzoo community!

Contact: zhding@mail.ustc.edu.cn



