A Appendix

Within this appendix, we firstly present a table-based comparison of our proposed model with a
number of relevant approaches mentioned in the main text. Following this, additional details regarding
experimental setups and further justification for our experimental design choices are supplied. We
also provide a number of additional experimental results; firstly, we consider an imputation problem
using the PhysioNet data from the main paper, before also evaluating deeper variations of the models
from the main paper on the PhysioNet extrapolation task and the UCI benchmark datasets. In addition,
we evaluate our model on the FitzHugh-Nagumo ODE system, the chaotic Lorenz attractor system,
provide an experimental comparison between our model and neural processes, and also include a
brief hyperparameter study. We also present a detailed derivation of our variational lower bound,
alongside the expression for the Kullback-Leibler divergence between two Gaussian distributions.
Finally, following a short discussion on computational complexity, we include the NeurIPS 2021
author checklist.

A.1 Model Comparison

Presented in Table[AT]is an overview of a number of probabilistic modeling techniques which are
relevant to the work we present in this paper.

A.2 Experimental Setups

For all of the experiments performed, we concatenate the output of each layer within the DLFM with
the original input to the model as a means of avoiding pathological behaviour [Duvenaud et al., 2014].
We also extend this treatment to all of the DGPs tested. The lengthscales and decay parameters within
the DLFM are all initialised to 0.01, except at the output layer where we initialise the lengthscales to
1.0. The likelihood variance is also initialised to 0.01, whilst the sensitivity parameters are randomly
initialised from a standard normal distribution. We attempted to closely mirror this setup for the
DGPs tested by initialising the lengthscales to 0.01, and whilst this lead to improved performance on
the dynamical system experiments, such an initialisation resulted in poor performance on the UCI
regression benchmarks, therefore we reverted to the initialisation used by the original implementation
(log(D gy ), where Do) denotes the dimensionality of the ¢-th layer).

Toy Data Experiment The data was generated by solving the hierarchical ODE system with
v1 = 0.01, v = 0.02, w = 1, 7 = 0 and the initial values of f; and f5 set equal to zero. The
extrapolation test data consists of 150 evenly spaced data-points between ¢ = 1.0 and ¢t = 1.25,
whilst the interpolation test data consists of 100 evenly spaced data-points between approximately
t =0.208 and ¢ = 0.375.

PhysioNet Experiments For the extrapolation experiment, the test data range consisted of the
300 data-points lying between ¢ = 0.7 and ¢ = 1.0. For the imputation experiment included in the
supplemental material, the test data consisted of 150 contiguous, non-overlapping data-points from
each of the three outputs; these were in the range ¢ = 0.20 to ¢ = 0.35 for ABP,¢ = 0.40to t = 0.55
for ECG and ¢ = 0.60 to ¢t = 0.75 for ICP.

UCI Experiments We utilised the same train and test folds as [Cutajar et al.|[2017]] in order to
make our results as directly comparable as possibleﬂ From each training fold, we set aside 1% of the
observations as a validation set.

A.3 Additional Experiments

A.3.1 PhysioNet Imputation

In this experiment, we test the ability of each model to impute missing output values, by removing
150 non-overlapping data-points from each output during training and using these data-points as a test
set. From the results shown in Table [A2]and Figure[AT] we find that although the DGP is capable of

'The UCI train and test folds are available at https://github.com/mauriziofilippone/deep_gp_
random_features/tree/master/code/FOLDS.
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Table Al: A high-level comparison of the DLFM with a number of other approaches. This includes
whether each of the probabilistic models listed is deep or shallow, and whether they incorporate any
physical dynamics, followed by a brief summary of the approach.

Model Deep? Physics-Informed? Summary

LFM X v GP kernel derived from ODEs
[Alvarez et al., 2009]

LFM-RFF . X v Random Fourier features de-
[[Guarnizo and Alvarez, |2018]| rived from ODEs

DLFM (our work) v v Random Fourier features de-

rived from ODEs integrated
into DGP architecture

C-DGP v v ODE-based constraints ap-
[Lorenzi and Filipponel |2018]] plied to dynamics of a DGP
with random Fourier features
DGP-RFF v X Random Fourier feature ex-
[Cutajar et al., [2017] pansions applied to a DGP ar-
chitecture
Deep Hybrid Neural Kernel v X Bridges deep learning and ker-
[Mehrkanoon and Suykens) nel methods using random
2018]| Fourier features
Deep Factors v X Probabilistic approach to mod-
[Wang et al., [2019] eling nonlinear systems which
employs GPs and DNNs
IWGP & SDSP v X Modeling of non-stationary
[Zammit-Mangion et all data with compositions of
2021]] stochastic processes
tw-pp-svGPFA v X Nested GP-based model
[Duncker and Sahani, 2018|] which infers latent time
warping functions
Conv-CNP v X An extension of a neural pro-
[[Gordon et al.| 2019] cess which is capable of mod-
eling translation equivariance
GNP v X A variant of the Conv-CNP
[Bruinsma et al.,[2021] which also models correla-
tions

imputing the missing outputs with some success, the DLFMs converge to a lower NMSE and MNLL
across all three of the outputs. The MNLL metrics for the LFM-RFF are omitted from Table [A2]as
the model returned negative predictive variances.

A.3.2 Additional Hidden Layers

We carried out two additional experiments to assess the performance of our DLFM with two hidden
layers, rather than one. For comparison, we also evaluated two hidden layer variations of the DGP-EQ,
DGP-ARC and DNN models mentioned in the main body of the paper. All other aspects of these
four models were kept identical to the experimental setups described in the main text.

PhysioNet Multivariate Time Series Considering once again the extrapolation problem described
in the main paper, Table [A3]contains the test set NMSE and MNLL corresponding to each output,
for each of the models mentioned above, with associated standard error reported with respect to the
random seed. The results from evaluating the DLFMs are largely similar to the single hidden layer
case, with the () = 1 variant continuing to outperform all of the other techniques tested. We found
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Figure Al: Predictions generated from the imputation scenario described in Section for each of
the three outputs within the CHARIS dataset from a DLFM with two latent forces (in the left-hand
column), and a DGP with an exponentiated quadratic kernel (in the right-hand column). The shaded
grey areas in each plot represent £20.

Table A2: Imputation test set results for each output of the CHARIS dataset, with the standard error
reported in brackets.

ABP ECG ICP
NMSE MNLL NMSE MNLL NMSE MNLL

DLFM (Q = 1) 0.42(0.06) 0.79 (0.05) 0.48 (0.04) 1.00 (0.05) 0.19 (0.02) 0.60 (0.04)
DLEM (Q = 2) 0.27 (0.11) 0.49 (0.11) 0.68 (0.13) 1.05(0.04) 0.13 (0.01) 0.46 (0.02)
DGP-EQ  0.73(0.02) 1.18(0.01) 0.63(0.02) 1.21(0.01) 0.23(0.02) 0.73 (0.04)
DGP-ARC  1.00 (0.0003) 8.10 (0.03) 1.02 (0.001) 5.00 (0.02) 1.03 (0.0004) 3.60 (0.02)
VAR-GP  1.00 (0.0001) 23.9 (13.1) 1.03 (0.0002) 10.3 (1.3) 1.00(0.0002) 19.2 (4.1)
DNN 1.00(0.001) N/A  1.01(0.001) N/A  099(0.001) N/A
LEM-RFF  1.00(0.001)  N/A 1.01 (0.01) N/A  097(0.02) N/A

Table A3: Extrapolation test set results for the two hidden layer models, for each output within the
CHARIS dataset, with standard error in brackets.

ABP ECG ICP
NMSE MNLL NMSE MNLL NMSE MNLL

DLEM (Q = 1) 0.26 (0.08) 0.45(0.13) 0.55(0.09) 1.03 (0.08) 0.35(0.07) 0.92(0.15)

DLEM (Q =2) 0.72(021) 1.79(0.57) 0.91(0.21) 1.37(0.19) 0.54(0.14) 1.45(0.33)
DGP-EQ  1.01 (0.0001) 27.1 (1.13) 1.00 (0.0001) 27.2 (1.25) 1.31 (0.0001) 33.4 (1.41)
DGP-ARC  1.29(0.05) 1.59(0.01) 1.27(0.09) 1.65(0.02) 1.48(0.03) 1.61(0.01)
DNN 1.01 (0.001)  N/A 1.02(0.01)  N/A 1.35(0.01)  N/A




Table A4: Test set results on the UCI benchmarks for the two hidden layer models, with standard
error in brackets.

Powerplant Protein
NMSE MNLL NMSE MNLL

DLEM  0.0563 (0.001) -0.0237 (0.01) 0.706 (0.003) 0.7335 (0.01)

DGP-EQ  0.0558 (0.001)  0.0677 (0.06)  0.574 (0.009)  0.5678 (0.03)

DGP-ARC  0.0612 (0.001) -0.0731 (0.01) 0.680 (0.030) 0.9308 (0.01)
DNN  0.0965 (0.005) N/A 0.614 (0.005) N/A

Table AS: Test set NMSE values for both FitzHugh-Nagumo experiments.

Scenario A - Full Data Fit ~ Scenario B - Extrapolation Task

DLFM 0.02 0.07
C-DGP 0.01 0.38
DGP-EQ 0.03 0.12

that regardless of the scale of the initial lengthscales chosen, the two hidden layer DGPs struggled
to converge during training, leading to much higher NMSE and MNLLSs than those achieved by the
single hidden layer DGPs in the main paper.

UCT Regression Benchmarks Considering the two UCI regression benchmark datasets once again,
Table [A4] contains the test set NMSE and MNLL for each of the four models with two hidden layers,
averaged over three folds, with associated standard error reported with respect to the random seed.
The inclusion of an additional hidden layer in the DLFM leads to broadly similar results to those seen
for the single hidden layer case. The DGPs also tend to to follow this trend, however they converge
to a considerably lower MNLL than their single hidden layer counterparts. The single hidden layer
DLFM does still marginally outperform the two hidden layer DGP-EQ in terms of NMSE, and the
shallow VAR-GP model from the main paper converges to a lower NMSE on the protein dataset than
all of the two hidden layer models tested.

A.3.3 FitzHugh-Nagumo System

As discussed in the main paper, the physically constrained DGP (C-DGP) of |Lorenzi and Filippone
[2018] is not directly applicable to problems such as the PhysioNet experiments, as the C-DGP
requires that the ODE system driving the observed dynamics must be known. However, we can
compare our DLFM to the C-DGP by evaluating the predictive performance of both models on
a scenario in which the ODE system is known, such as the FitzHugh-Nagumo system [FitzHugh,
1955]]. Specifically, we consider the experimental setup used by |[Lorenzi and Filippone|[2018]], which
consists of 400 noisy observations of the ODE system. Firstly, we compare the performance of single
hidden layer versions of both our DLFM, the C-DGP and the previously mentioned DGP-EQ on
these noisy observations and evaluate the NMSE between the model predictions and the underlying
ground truth, which is the exact solution of the ODE system with no noise added. These results are
shown under Scenario A in Table[A5] The results reported in Scenario B of Table[A5]correspond to
an alternate scenario in which we test the ability of all three models to extrapolate the dynamics by
training on the first 300 observations and evaluating the NMSE on the final 100 observations.

From the results shown in Table [A5] we can see that the C-DGP slightly outperforms the DLFM
on Scenario A, likely because the C-DGP explicitly includes constraints specific to this system.
However, the DLFM has a greater capacity to accurately extrapolate the dynamics despite not having
any specific prior knowledge of the system, as evidenced by the results for Scenario B. The DLFM
also outperforms the DGP-EQ in both tasks. The DGP-EQ tested had a single hidden layer of
dimensionality 3 and 100 random features and the DLFM tested had an identical architecture but used
2 latent forces with 50 random features per latent force, for parity. The C-DGP tested had an identical
architecture to that used by [Lorenzi and Filippone, [2018] in their experiments on this system.



Table A6: Test set NMSE values for two hidden layer models evaluated on the Lorenz attractor
system.

80:20 Split  98:2 Split

DLFM 0.94 0.89
DGP-EQ 1.09 1.24

Table A7: Test set MNLL values for the DLFM and NP models trained and evaluated on each
individual output of the PhysioNet dataset in turn.

ABP ECG ICP
DLFM 1.53  1.61 1.51

Conv-CNP 159 147 184
GNP 1.50 1.50 1.66

A.3.4 Lorenz Attractor

We also conducted a brief additional experiment on a chaotic dynamical system, the Lorenz attractor
[Lorenz, [1963],
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Utilising the commonly used system parameters o = 10, b = 8/3 and r = 28 which result in chaotic
behaviour, we generated 1000 data-points from this system in the interval £ = 0 to ¢ = 50. Two
different modeling scenarios were tested, ‘80:20° where the first 80% of the data was used for training
and the final 20% withheld for testing, and a ‘98:2’ split where only the final 2% of the time series was
withheld for testing. DLFM and DGP-EQ models identical to those used in the FitzHugh-Nagumo
experiment were employed, however we utilised two hidden layers rather than one, as both models
seemed to benefit from this added depth. The test set NMSE values are shown in Table[A6]

We can see from these brief results presented in Table[A6]that the DLFM outperforms the DGP-EQ
in both scenarios, however a more rigorous series of experiments would need to be performed to
accurately assess the ability of our model to model chaotic dynamical systems.

A.3.5 Neural Process Comparison

Neural processes (NPs) are a recently proposed class of model, developed in order to combine a
number of the benefits of neural networks and Gaussian processes [Garnelo et al., 2018]]. Subsequent
research in this area has focused on applications to time-series modeling by modeling translation
equivariance in data; the convolutional conditional neural process (Conv-CNP) [|Gordon et al., 2019]]
and the Gaussian neural process (GNP) [Bruinsma et al., 2021]] are two examples of such work.

Given that time-series modeling is a key application for our proposed model, we present a brief
experimental comparison between our approach and the Conv-CNP and GNP frameworks. Specifi-
cally, we considered a revised version of the PhysioNet extrapolation problem from the main paper.
Following the approach taken in Section 5.1 of the work of |Gordon et al.|[2019]], we evaluate the test
set log likelihood on 1-D time series, training and evaluating a separate model for each output of the
PhysioNet CHARIS dataset in turn. However, we consider a more challenging split of the training
and test set data, with the first 500 data-points used for training and the final 500 withheld for testing.
The deep LFM used for this experiment consisted of a single hidden layer with one latent force and
100 random Fourier features. The test set MNLL values obtained are shown in Table[A7]



Table A8: Test set results averaged across all three outputs on the PhysioNet extrapolation experiment
for a range of DLFM architectures. D denotes the dimensionality of the hidden layer, Nz denotes
the number of random Fourier features, and () denotes the number of latent forces used.

Dp 1 6
Npp 10 50 10 50
Q 1 6 1 6 1 6 1 6

NMSE 090 0.60 0.66 056 030 034 0.26 0.54
MNLL 152 144 141 111 334 395 202 1.19

From the results shown in Table[A7] it is clear that the DLFM achieves competitive results compared
to the Conv-CNP, outperforming the Conv-CNP on the ABP and ICP outputs. The GNP outperforms
the DLFM on two of the outputs, but as with the DLFM comparison to the Conv-CNP, the results are
relatively similar, and further analysis would be required to fully assess how the models compare
under different conditions, and how their performance compares to other deep models.

A.3.6 Hyperparameter Testing

Selecting the optimal architecture and hyperparameters for a given model is in itself a challenging
research problem across sub-fields of deep learning concerned with both deterministic and prob-
abilistic modeling. Whilst we do not provide an exhaustive assessment of the impact of certain
hyperparameters on the performance of our model (primarily because this will very much depend on
the data being considered), we present a brief hyperparameter study on the PhysioNet extrapolation
problem from the main paper, which illustrates the impact of changing certain aspects of the DLFM.
The results of this study are shown in Table with the metrics averaged over all three outputs.

We can see from Table [AS]that increasing the number of random Fourier features appears to reduce the
predictive error and also significantly improves uncertainty quantification, as shown by the reduced
MNLL values. Increasing the width of the hidden layer also broadly tends to improve performance.

A.4 Derivation of the Variational Lower Bound

Denoting ¥ = {W, 2} for ease of notation, the variational lower bound on the marginal likelihood
can be derived as follows:
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We assume a factorised prior over the spectral frequencies and weights across all layers, which takes
the form,
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then optimise our lower bound with respect to the parameters governing our variational distributions
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A4.1 KL Divergence Between Normal Distributions

The Kullback-Leibler (KL) divergence between two normal distributions p4 (m ’ I A,UE‘) =
N (2| pa,0%) andpp (z | pp,0%) =N (2 | pp,0%) can be expressed by,
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A.5 Computational Complexity

The computational complexity associated with our stochastic variational inference scheme is
O(mDQNRgrr Ny ) where m denotes the mini-batch size, D denotes the layer dimensionality,
@ and Ny represent the number of latent forces and random Fourier features respectively and
Njsc denotes the number of Monte Carlo samples used. This very closely follows the computational
complexity of the DGP with random feature expansions presented by |Cutajar et al. [2017]], with an
added linear dependency on (), the number of latent forces employed.

A.6 ChecKklist

1. For all authors...

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes] Our claims are substantiated within the main body of
the paper, primarily using experimental results.

(b) Did you describe the limitations of your work? [Yes] These are discussed in Section 6.

(c) Did you discuss any potential negative societal impacts of your work? [Yes] These are
also discussed in Section 6.

(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [Yes]

(b) Did you include complete proofs of all theoretical results? [Yes] All results are either
derived in the main body of the paper, the supplemental material, or are referenced
accordingly from other work.

3. If you ran experiments...

(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? [Yes] This is included
within the supplemental material.



(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes] Section 5 contains all of this information.

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [Yes] Our results displayed in Section 5 all include a standard
error computed over multiple different random seeds.

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] This information is provided in
Section 5.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] Specifically, we cite
the sources of our data in Section 5.

(b) Did you mention the license of the assets? [Yes] The license is provided for the
PhysioNet data used. The UCI datasets did not have licenses associated with them, but
are freely and openly available on the UCI Machine Learning Repository.

(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]
Our code is included within the supplemental material.

(d) Did you discuss whether and how consent was obtained from people whose data you're
using/curating? [Yes] The data we have used is freely available for use by anybody,
provided the source is cited, which we have done.

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [Yes] We are confident that the data we have used
contains neither.

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [IN/A ]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A]
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