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Abstract

Large language models (LLMs) offer unprece-001
dented opportunities to generate concise sum-002
maries of patient information and alleviate the003
burden of clinical documentation that over-004
whelms healthcare providers. We present005
Distillnote,1 a framework for LLM-based006
clinical note summarization, and generate over007
64,000 admission note summaries through008
three techniques: (1) One-step, direct summa-009
rization, and a divide-and-conquer approach in-010
volving (2) Structured summarization focused011
on independent clinical insights, and (3) Dis-012
tilled summarization that further condenses the013
Structured summaries. We test how useful are014
the summaries by using them to predict heart015
failure compared to a model trained on the orig-016
inal notes. Distilled summaries achieve 79%017
text compression and up to 18.2% improvement018
in AUPRC compared to an LLM trained on019
the full notes. We also evaluate the quality of020
the generated summaries in an LLM-as-judge021
evaluation as well as through blinded pairwise022
comparisons with clinicians. Evaluations in-023
dicate that one-step summaries are favoured024
by clinicians according to relevance and clini-025
cal actionability, while distilled summaries of-026
fer optimal efficiency (avg. 6.9× compression-027
to-performance ratio) and significantly reduce028
hallucinations. We release our summaries on029
PhysioNet to encourage future research.030

1 Introduction031

Electronic health records (EHRs) contain diverse032

patient health information, including free-text clin-033

ical notes. However, notes are often lengthy and034

filled with medical abbreviations and jargon, mak-035

ing important information difficult to extract (Shing036

et al., 2021; Liang et al., 2019). Using clinical note037

summaries, i.e., a distillation of the most important038

1To ensure reproducibility, all code will be available at
https://github.com/username/distillnote upon accep-
tance.

clinical insights without the noise, may lead to im- 039

proved performance on clinical tasks, but manually 040

creating them is impractical (Chuang et al., 2023). 041

Large language models (LLMs) have shown in- 042

creasing promise for automating clinical note sum- 043

marization, with recent studies indicating they per- 044

form at least as well as, and often better than, 045

human experts (Veen et al., 2023; Schoonbeek 046

et al., 2024). One-step summarization is a stan- 047

dard method where text is summarized in one pass 048

(with one prompt). However, this approach often 049

struggles with long medical documents, potentially 050

missing critical information and introducing inac- 051

curacies. An alternative is to apply a divide-and- 052

conquer strategy, which aims to break down com- 053

plex tasks into more manageable subtasks. This 054

has proven effective in reducing LLM output in- 055

consistencies by up to 90% in hallucination detec- 056

tion in news summaries (Cui et al., 2024), miti- 057

gating intermediate errors in tasks like arithmetic 058

and fake news detection (Zhang et al., 2024), and 059

summarizing long academic articles (Gidiotis and 060

Tsoumakas, 2020). 061

To this end, we introduce Distillnote (Fig. 1), 062

the first divide-and-conquer framework for clini- 063

cal note summarization that preserves diagnostic 064

signals while significantly reducing text volume. 065

Our contributions include: (1) the application of 066

a hierarchical summarization approach to clinical 067

texts, whereby an LLM first summarizes key medi- 068

cal elements independently before further distilling 069

them into even shorter summaries; (2) the first com- 070

prehensive analysis of how LLM-generated clini- 071

cal note summaries impact a downstream clinical 072

task (heart failure); (3) a dual-axis quality assess- 073

ment, combining an LLM-as-judge methodology 074

and manual validation by clinicians; and (4) a pub- 075

lic dataset of 64,000+ clinical summaries to ad- 076

vance research in clinical NLP. 077
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Figure 1: Overview of Distillnote. We generate admission note summaries, predict heart failure, and evaluate
outputs using both LLM-as-judge and clinicians.

2 Methodology078

Let {Ni}Mi=1 denote the set of M admission notes.079

Each admission note is represented as Ni =080

{t1, t2, · · · , tN}, where tj is the j-th token and081

N is the total number of tokens in note Ni.082

Dataset Our prediction task require clinical notes083

written at hospital admission.2 To avoid leakage084

from upcoming post-admission sections, we trun-085

cate discharge summaries from MIMIC-IV (John-086

son et al., 2023b,a) into admission notes as per087

Röhr et al. (2024). Admission sections include088

chief complaint, history of present illness, medical089

history, admission medications, allergies, physical090

exam, family history, and social history. Our final091

dataset consists of 64,734 admission notes from092

49,869 patients (details in A.3).093

2.1 LLM-based summarization094

One-step summarization A one-step summary095

S
one-step
i is produced by, given an admission note096

Ni, directly generating the summary in one shot:097

Sone-step
i = LLM([qone-step;Ni]), (1)098

where qone-step is a summarization prompt, and []099

denotes concatenation.100

Divide-and-conquer summarization We define101

a set of four prompts {Pk}4k=1, each targeting one102

clinical insight at admission: chief complaint, med-103

ical history, exam findings, and social/family back-104

ground. For each note Ni, the prompts {Pk}4k=1 are105

processed independently by an LLM:106

ti,k = LLM([Pk;Ni]), (2)107

where ti,k represents the LLM-generated summary108

for clinical insight k given an admission note Ni.109

2We use admission notes as they represent the earliest
clinical documentation in the patient visit. This enables antici-
pating complications during the current hospitalization.

We generate a structured summary Sstruct
i by con- 110

catenating all four intermediate summaries for note 111

Ni as follows:3 112

Sstruct
i = [ti,1; ti,2; ti,3; ti,4]. (3) 113

Next, we produce a distilled summary Sdistill
i 114

for note Ni that further condenses all the important 115

insights in the patient’s clinical trajectory. Note 116

that we only use the structured summaries Sstruct
i 117

generated in the previous step as input: 118

Sdistill
i = LLM([qdistill;Sstruct

i ]), (4) 119

where qdistill is the final summarization query. 120

Overview We compare three sets of summaries 121

for each note Ni. S
one-step
i is a standard summary 122

generated with an LLM in one pass; Sstruct
i is a 123

structured summary where clinical insights are 124

summarized independently and then appended, and 125

Sdistill
i is the distilled summary that integrates the 126

structured summaries into a single, final summary. 127

Please refer to A.4 and A.5 for details on the 128

prompts used for summarization and sampling pa- 129

rameters, respectively. 130

2.2 Summary evaluation 131

LLM-as-judge Due to the large volume of gen- 132

erated summaries, complete human evaluation is 133

unfeasible. Thus, we follow recent summarization 134

research and implement an LLM-as-judge frame- 135

work with Phi-4 to assess the quality of the best- 136

performing summaries (Bavaresco et al., 2024). We 137

implement continuous scoring and take inspiration 138

from Liu et al. (2023) and use the probability the 139

LLM assigns to its scores to account for uncertainty 140

in the final output (see A.8 for details). 141

Our evaluation is based on three 1–5 scale 142

metrics: Relevance, Factual Fabrication (both 143

3We add section headers for each clinical insight k in Sstruct
i ,

but omit these in Eq. (3) to avoid clutter.
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adapted from Krolik et al. 2024), and Clinical Ac-144

tionability, which we propose in this work. Rel-145

evance measures inclusion of essential medical146

details, fabrication checks for hallucinations, and147

clinical actionability assesses support for decision-148

making. LLM judge prompts (Appendices A.12,149

A.13, A.14) include the original note, generated150

summary, metric definition, and few-shot examples.151

We performed one/two-way ANOVA with post-hoc152

Tukey’s HSD tests and Cohen’s d calculations to153

analyze result differences.154

Clinician validation Two board-certified clini-155

cians participated in a blinded pairwise comparison156

study, evaluating 18 admission notes and their sum-157

maries. Clinicians were presented with the original158

note followed by two unlabeled summaries (A and159

B) in randomized order. For each pair, they indi-160

cated their preference across the same three met-161

rics as the LLM judge. Binomial tests were used162

for each metric to determine if preferences across163

cases were statistically significant (p < 0.01) with164

Bonferroni correction for multiple comparisons.165

2.3 Heart failure (HF) prediction166

We fine-tune LLMs for HF prediction using the167

labels from Chen et al. (2024a). Patients ap-168

pear in only one split (train/val/test) and we use169

stratification maintaining class distributions, i.e.,170

78% negative vs. 22% positive (see A.7 for de-171

tails). Each model was trained on four input types:172

S
one-step
i , Sstruct

i , Sdistill
i , and Ni (the original admis-173

sion notes). Given the imbalanced nature of the174

task, AUROC and AUPRC are our main metrics175

(McDermott et al., 2024), also reporting F1-scores176

for completeness.177

2.4 Large language models (LLMs)178

We use three LLMs across our experiments179

when generating summaries (§2.1) and HF predic-180

tion (§2.3): Deepseek-R1-Distill-Llama-70B,4181

OpenBioLLM-70B,5 i.e., a LLaMA-based model182

fine-tuned on medical data, and Phi-4-14B.6 Each183

has demonstrated strong performance in complex184

reasoning tasks and improved alignment with hu-185

man preferences (Abdin et al., 2024; Lee et al.,186

2025; Subramanian et al., 2025; Pal and Sankara-187

4https://huggingface.co/Deepseek-ai/
Deepseek-R1-Distill-Llama-70B

5https://huggingface.co/aaditya/
Llama3-OpenBioLLM-70B

6https://huggingface.co/microsoft/phi-4

Figure 2: LLM-as-judge results for different summaries.

subbu, 2024; Grattafiori et al., 2024; DeepSeek-AI 188

et al., 2025). 189

3 Results 190

3.1 LLM-as-judge summary evaluation 191

All summarization approaches achieved scores well 192

within the ’adequate’ to ’very good’ ranges across 193

all metrics (Figure 2), and statistical analysis in- 194

dicated significant differences between strategies 195

(p ≪ 0.01, refer to A.9 for details). The One-step 196

approach achieved the highest overall performance 197

(3.93 ± 0.29), excelling in both relevance (4.19 198

± 0.15) and clinical actionability (3.85 ± 0.22). 199

The Distilled strategy demonstrated superior fac- 200

tual reliability (3.92 ± 0.26) with medium-to-large 201

effect sizes compared to One-step (d = 0.62) and 202

Structured (d = 0.75). The Structured approach 203

had a more balanced performance but achieved the 204

lowest overall scores (3.73 ± 0.30). 205

3.2 Clinician summary evaluation 206

Our pairwise comparisons revealed preferences 207

without statistical significance (α = 0.01). Clini- 208

cians favored One-step summaries for relevance 209

and clinical actionability over both alternatives, 210

with preference ratios of 8:4 and 7:5 compared 211

to Structured summaries, and 9:3 versus Distilled 212

summaries. These human preferences align with 213

LLM evaluations, where One-step scored highest 214

for both. For factual accuracy, Structured sum- 215

maries were preferred over One-step (7:5), while 216

Distilled summaries were preferred over Structured 217

(7:5). A qualitative analysis of rater comments 218

pointed that One-step summaries were “relevant,” 219

Structured summaries “organized,” and Distilled 220

summaries were described as “short” summaries 221

that “suffice” for clear cases. Notably, one clini- 222

cian reported difficulty in evaluating factual accu- 223
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Strategy S? Model AUROC AUPRC F1

Full note
✗ DS 0.820 0.423 0.766
✗ OB 0.823 0.472 0.770
✗ Phi-4 0.802 0.457 0.761

One-step
✓ DS 0.860 0.509 0.738
✓ OB 0.860 0.540 0.708
✓ Phi-4 0.850 0.526 0.715

Structured
✓ DS 0.859 0.507 0.727
✓ OB 0.873 0.576 0.679
✓ Phi-4 0.859 0.553 0.689

Distilled
✓ DS 0.857 0.521 0.712
✓ OB 0.858 0.558 0.676
✓ Phi-4 0.847 0.544 0.658

Table 1: Heart failure prediction performance. Full
note baseline maintains highest F1 while summariza-
tion loses only 6.5-11.4% F1 (avg. per strategy w.r.t.
best baseline). All approaches show improved AU-
ROC/AUPRC scores over baseline, with Structured
achieving highest discrimination. We highlight in red
the three worst results per metric. S?: Summary? DS:
Deepseek. OB: OpenBioLLM.
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0.45

0.5

0.55

Text Compression (%)

A
U

PR
C

Full note (412w, F1=0.770)

One-step (262w, F1=0.720)

Structured (195w, F1=0.698)

Distilled (87w, F1=0.682)

Figure 3: AUPRC scores versus text compression.
All summaries show improved discrimination (+11.2-
15.5%) compared to full notes, with Structured achiev-
ing highest AUPRC despite 53% compression.

racy due to the need to constantly cross-reference224

source documents and summaries, and that many225

summaries failed to put critical decision-making226

information upfront, corroborating the lower LLM227

clinical actionability scores.228

3.3 Heart failure prediction229

Predicting HF with summaries yields improve-230

ments across all models, and summarization consis-231

tently improves AUROC (3.8–5.0%) and AUPRC232

(11.2–14.6%) with modest F1-score reductions233

(6.5–11.4%) relative to the rate of text com-234

pression achieved (36.4–79.0%) (Table 1, Fig-235

ure 3). The Structured approach with OpenBi-236

oLLM achieves the highest AUPRC and AUROC.237

Deepseek achieves the best efficiency ratios across238

strategies (10.5×, 9.4×, and 8.7× for Distilled,239

Structured, and One-step respectively), retaining240

92.5-95.8% of baseline F1 while achieving 36-79%241

compression.242

4 Discussion 243

LLM-generated note summaries maintain robust 244

HF prediction performance while enhancing rank- 245

ing metrics despite substantial length reductions 246

(up to 79%), indicating models achieve sharper dis- 247

crimination between positive and negative cases, 248

essential for patient care decisions. This confirms 249

LLMs can filter clinical documentation noise with- 250

out compromising predictive utility. Furthermore, 251

trade-offs exist between distillation strategies: One- 252

step are better in relevance, Structured summaries 253

yield the highest discrimination metrics, and Dis- 254

tilled summaries’ superior factual reliability vali- 255

dates that our divide-and-conquer approach effec- 256

tively helps address hallucination, a fundamental 257

limitation in clinical LLMs, albeit at higher compu- 258

tational cost (4×). The alignment between clinician 259

preferences and LLM evaluations for relevance and 260

clinical actionability indicate automated metrics 261

can approximate human judgment. However, con- 262

sistently lower actionability scores indicate that 263

beyond prompt engineering, structural constraints 264

may be necessary to enforce upfront presentation 265

of key clinical information, and clinicians’ diffi- 266

culty with factual verification highlights the need 267

for better hallucination detection approaches. 268

5 Conclusion 269

We introduced the DistillNote framework for 270

LLM-based clinical note summarization and in- 271

vestigate its downstream applicability on heart fail- 272

ure, an imbalanced clinical classification task. We 273

compared using summaries generated with three 274

summarization strategies with LLMs from three dif- 275

ferent model families on HF prediction. Summary 276

quality was assessed both with an LLM judge and 277

clinicians. Finally, we release our best summaries 278

on Physionet. With this work, we show the value 279

of underused textual data in EHRs and encourage 280

further research whereby compressed summaries 281

are used in a range of other patient predictions. 282

Future exploration may involve evaluating our 283

framework on other note types (e.g., progress and 284

discharge notes) and downstream clinical tasks 285

(e.g., mortality prediction) and exploring other 286

LLM backbones for generation and evaluation. We 287

also believe that integrating other EHR modalities 288

to ground textual claims to be a promising future di- 289

rection. Furthermore, utilizing agent-based mecha- 290

nisms to further mitigate hallucinations may further 291

strengthen summary reliability. 292
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5.1 Limitations293

While DistillNote demonstrates promising re-294

sults, it still has many limitations. First, our eval-295

uations primarily focus on heart failure prediction296

with one EHR dataset, MIMIC-IV, potentially limit-297

ing generalizability to other clinical conditions and298

cohorts. Second, despite performing clinician eval-299

uation, the sample size was relatively small (n =300

18) compared to the scale of our dataset (n ≃ 64k).301

Third, LLM-based evaluation, while comprehen-302

sive, may still inherit biases from the underlying303

model. Finally, our divide-and-conquer approach,304

while compressing the summaries further into a305

reduced number of tokens, also increases computa-306

tional costs compared to one-step summarization307

due to the use of multiple prompts, which may308

impact accessibility.309
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A Appendix521

A.1 Acknowledgements522

A.2 Related work523

Other researchers have explored clinical summa-524

rization using LLMs. Veen et al. (2023) detailed the525

superiority of LLM-generated summaries, but their526

approach did not compare multiple summarization527

strategies, neither employed LLM judges. Simi-528

larly, Choudhuri et al. (2025); Jung et al. (2025)529

concentrated on summarizing progress and dis-530

charge notes in one step with LLMs, respectively.531

Fraile Navarro et al. (2025); Li et al. (2024); Chen532

et al. (2024b) focused on producing note sum-533

maries but from medical conversations. Chuang534

et al. (2023) proposed a model-agnostic calibra-535

tion method to enhance stability in LLM-based536

clinical summarization, while Hegselmann et al.537

(2024a,b) introduced strategies to reduce halluci-538

nations. However, in these approaches, the explo-539

ration of multiple methodologies and evaluations540

for note summaries are lacking, as well clinical541

outcome prediction based on notes.542

A.3 Admission note details543

Admission notes provide initial patient assessments544

in the hospital, including chief complaints, medical545

history, and initial treatment plans. In our study, we546

focus on heart failure patients admitted to the inten-547

sive care unit (ICU), aligning with recent studies548

(Li et al., 2022, 2025; O et al., 2023).549

As per Röhr et al. (2024), we truncate discharge550

notes into admission notes, keeping only sections551

available at admission time. The reader can find552

the statistics of each section in Table 2.553

The dataset we used to generate the note554

summaries is MIMIC-IV, which consists of de-555

identified EHR information, and is available under556

a credentialed data use agreement via the Phys-557

ionet portal. Our summaries are released under the558

PhysioNet Credentialed Health Data license and559

distributed solely for research purposes.560

Section Avg word/section Std

Chief Complaint 7.83 34.21
Present Illness 193.55 130.63
Medical History 53.38 82.76
Medication Administered 64.50 63.39
Allergies 6.32 5.85
Physical Exam 75.08 54.82
Family History 13.40 14.52
Social History 0.02 3.41

Table 2: Statistics by admission note sections.

A.4 Summarization prompts 561

Each note N ∈ N is processed independently 562

four times, with each concatenated to a differ- 563

ent summarization prompt strategy. In the four 564

Sstruct
i prompts, we use a one-shot methodology, 565

providing one example of the desired output format 566

to give the LLM clear guidance on the structure 567

and content of the target information. This aims to 568

reduce task ambiguity, preventing the lack of struc- 569

ture in a zero-shot approach. In the Sdistill
i prompt, 570

we instruct the LLM to synthesize the four previ- 571

ous Sstruct
i summaries into one final summary. The 572

S
one-step
i prompt follows a similar structure, but in- 573

stead instructs the LLM to summarize the full orig- 574

inal admission note at once. Below the reader can 575

find the prompts utilized for generation across ap- 576

proaches. 577

A.4.1 ’One-step’ prompt 578

Summarize the patient’s admission note, fo-
cusing on clinically relevant aspects affect-
ing diagnosis, treatment, and risk assess-
ment. For the synthesis, consider only ex-
plicitly documented information to maintain
accuracy. Patient admission note: note

579

A.4.2 ’Structured’ prompts 580

Chief complaint

Summarize the patient’s primary reason for
admission in one concise sentence based
strictly on the chief complaint and history
of present illness. Outputting more than
one sentence or adding remarks or notes is
strictly forbidden. Extract only explicitly
documented information to maintain accu-
racy. Example output: ’The patient, a fe-
male, presented with worsening shortness
of breath and lower extremity edema over
three days.’ Patient admission note: note

581
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Past medical history

Summarize the patient’s past medical his-
tory in one concise sentence, including
chronic conditions, major illnesses, hospi-
talizations, and surgeries. Only mention on-
going medications if recently changed and
allergies if clinically relevant. Outputting
more than one sentence or adding remarks
or notes is strictly forbidden. Extract only
explicitly documented information to main-
tain accuracy. Example output: ’The pa-
tient, a male, has a history of hypertension,
type 2 diabetes, and a prior myocardial in-
farction with stent placement.’ Patient ad-
mission note: note

582

Physical exam

Summarize key physical exam findings in
one concise sentence, including only signif-
icant abnormalities and pertinent negatives.
Only include vital signs if explicitly rele-
vant. Outputting more than one sentence
or adding remarks or notes is strictly for-
bidden. Extract only explicitly documented
information to maintain accuracy. Example
output: ’The patient, a female, is afebrile
with a distended abdomen, shifting dullness,
and trace lower extremity edema.’ Patient
admission note: note

583

Social/family history

Summarize relevant family history, social
determinants, and lifestyle factors in one
concise sentence, focusing only on hered-
itary risks, substance use, living situation,
occupational exposures, and support sys-
tems. Outputting more than one sentence
or adding remarks or notes is strictly for-
bidden. Extract only explicitly documented
information to maintain accuracy. Example
output: ’The patient, a male, lives alone,
has a history of heavy alcohol use, and has
a father with a history of early-onset cardio-
vascular disease.’ Patient admission note:
note

584

Strategy Model Avg word Std Min Max Compr. (%)

One-go Phi-4 262.04 41.18 106 438 36.4%
Structured Phi-4 194.65 39.69 74 482 52.8%
Distilled Deepseek 86.51 20.02 25 248 79.0%
Baseline N/A 412.12 196.74 18 2425 0.0%

Table 3: Statistics across summarization strategies and
baseline case (original admission notes). ’Model’ refers
to the LLM used to generate each summary type. Com-
pression is calculated relative to the average word count
of the baseline.

A.4.3 ’Distilled’ prompt 585

Summarize the summaries extracted from
the patient’s admission note into a single co-
hesive admission summary. Focus on clin-
ically relevant aspects affecting diagnosis,
treatment, and risk assessment. For the syn-
thesis, consider only explicitly documented
information to maintain accuracy. Patient
summaries: structured summary

586

A.5 Sampling parameters 587

For summary generation, all models used 588

the same decoding configuration across 589

prompt types: temperature: 0.0, top_p: 590

0.9, repetition_penalty: 1.2. The max_tokens 591

parameter varied: 592

• Phi-4, OpenBioLLM: 300 for Sstruct
i , 700 for 593

S
one-step
i and Sdistill

i 594

• Deepseek-R1: 2000 for all prompt types 595

Outputs from Deepseek include internal reasoning 596

markers between <think> tags preceding the final 597

summary, requiring the generation of more tokens. 598

Hence, we parsed and isolated the main summary 599

content after generation. 600

A.6 Summary details 601

We conducted preliminary fine-tuning evaluations 602

to identify the most promising LLM for each sum- 603

marization approach based on the validation F1- 604

score. Based on that, we selected Deepseek for gen- 605

erating Sdistill
i summaries, and Phi4 for Sstruct

i and 606

S
one-step
i summaries. The statistics of the generated 607

summaries, in comparison with the original admis- 608

sion notes, are present in Table 3. 609

A.7 Fine-tuning 610

We fine-tuned models using LoRA (Hu et al., 2021) 611

with LoRA+ enhancement for parameter efficiency. 612

Training utilized DeepSpeed ZeRO-3 (Rasley et al., 613
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Table 4: Dataset split and class distribution.

Split Total Samples % pos % neg

Train 46,702 21.83% 78.17%
Validation 8,217 22.08% 77.92%
Test 9,815 21.67% 78.33%

Total 64,734 21.86% 78.14%

2020) for memory optimization with bf16 preci-614

sion in NVIDIA H100 GPUs (4 for Deepseek and615

OpenBioLLM, 2 for Phi-4). We trained LLMs for616

one epoch using a cosine learning rate schedule617

(initial lr=5e-5, warmup=10%) and evaluated mod-618

els every 80 steps, selecting the best checkpoints619

based on validation performance. The fine-tuning620

of 1 model took around 1 day. The training im-621

plementation used LLaMA-Factory (Zheng et al.,622

2024) with the Alpaca prompt template. Dataset623

statistics are available in Table 4.624

The prompt we utilized for heart failure predic-625

tion can be found below. We note that, when pre-626

dicting for the baseline case, we change "admission627

note summary" to "admission note".628

You are an expert in clinical diagnosis. De-
termine whether the patient had heart failure
during this visit based on their admission
note summary. Output only a number be-
tween double brackets: [[0]] for No, [[1]]
for Yes. Patient summary: summary

629

A.7.1 Summary results630

Table 5 details the performance of the three631

S
one-step
i , Sstruct

i , and Sdistill
i summarization strate-632

gies by comparing their average word count, com-633

pression percentage, and the performance with re-634

spect to the F1, AUROC, and AUPRC of the best635

baseline (original note). The efficiency ratio, cal-636

culated as % compression divided by F1 drop, in-637

dicates the trade-off between text distillation and638

prediction quality. A higher ratio indicates a more639

efficient summary, i.e. a summary with a greater640

reduction in length and relatively less impact on641

performance.642

A.8 LLM-as-judge643

In the LLM-as-judge step, we evaluate the quality644

of the generated summaries. We select Phi-4 as the645

judge model due to its demonstrated alignment with646

human judgment in evaluation tasks (Abdin et al.,647

2024) and strong reasoning capacity despite its648

Strategy Avg Words Compression ↑ AUPRC ↑ AUROC ↓ F1

Baseline 412 — — — —
One-step 262 36.4% +11.2% +4.1% 6.5%
Structured 195 52.8% +15.5% +5.0% 9.4%
Distilled 87 79.0% +14.6% +3.8% 11.4%

Table 5: Trade-off between performance metrics and
text compression for different summarization strategies.
Gains are calculated considering the average of the
scores per strategy with respect to the best baseline
model (F1=0.770, AUROC=0.823, AUPRC=0.472). Ef-
ficiency ratio = compression%/F1 drop%. One-step:
5.6×, Structured: 5.6×, Distilled: 6.9×.

Table 6: LLM-as-judge scores by summary approach
and metric (mean ± SD).

Approach Fabrication Relevance Actionability Overall

One-step 3.75±0.28 4.19±0.15 3.85±0.22 3.93±0.29
Structured 3.70±0.31 3.96±0.18 3.53±0.24 3.73±0.30
Distilled 3.92±0.26 3.99±0.20 3.53±0.28 3.81±0.32

medium size (14B parameters). This cost-effective 649

performance is important given our need to eval- 650

uate over 64,000 summaries across 3 metrics and 651

3 summary strategies. For the methodology, like 652

G-Eval (Liu et al., 2023), we account for model 653

uncertainty by adjusting the obtained scores based 654

on token probability distributions. This helps ad- 655

dress model uncertainty and smoothes out extreme 656

scores when the model shows lower confidence. 657

We use continuous scoring to allow for a more 658

nuanced evaluation. Instead of directly extracting 659

e.g "4.2" from model output, we analyze the under- 660

lying probability distribution across top-k possible 661

digit tokens. For example, for a model generating a 662

score with the first digit d1 and second digit d2, we 663

extract probabilities p(d1) and p(d2), along with 664

the probabilities of the top-k (k = 5) alternative 665

numbers the model considered. We then calculate 666

a weighted average of all possible score combina- 667

tions, where the weight is the product of the digit 668

probabilities. The final score is calculated as: 669

Score =

∑
d1∈D1

∑
d2∈D2

p(d1) · p(d2) · val(d1.d2)∑
d1∈D1

∑
d2∈D2

p(d1) · p(d2)
(5) 670

where D1 and D2 are the sets of possible digits 671

at each position and val() converts the digit con- 672

catenation to its numerical value. 673

The reader can find the distribution of original 674

scores in Figure 4, and the adjusted scores per sum- 675

marization approach in Table 6 and Figure 5. Fig- 676

ure 6 illustrates the adjustments made. 677
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Figure 4: LLM-as-judge raw scores per summarization
approach and metric.

Figure 5: Heatmap of scores per summarization ap-
proach and metric.

Figure 6: Score correction.

A.9 LLM-as-judge score analysis678

We applied four statistical tests with Scipy and Pin-679

gouin to assess differences among summarization680

strategies. A one-way ANOVA (Table 7) tested for681

significant differences between the Sone-step
i , Sstruct

i ,682

and Sdistill
i methods across the three metrics: rele-683

vance, factual fabrication, and clinical actionability.684

A two-way ANOVA (Table 8) examined interac-685

Source SS DF MS F p-value

Dataset 3820.81 2 1910.41 20529.63 <0.001
Residual 54212.89 582583 0.093 – –

Table 7: One-way ANOVA testing for differences across
summarization strategies.

Source SS DF MS F p-value

Dataset 3820.78 2 1910.39 33623.26 <0.001
Metric 16843.69 2 8421.85 148226.31 <0.001
Interaction 4268.63 4 1067.16 18782.21 <0.001
Residual 33100.56 582577 0.057 – –

Table 8: Two-way ANOVA testing main and interaction
effects of summarization strategy and metric on scores.

A B Diff SE T p Hedges’ g

Distilled One-step -0.120 0.00098 -122.69 <0.001 -0.39
Distilled Structured 0.077 0.00098 78.31 <0.001 0.25
One-step Structured 0.197 0.00098 201.00 <0.001 0.66

Table 9: Tukey HSD post hoc test comparing summa-
rization strategies. All differences are statistically sig-
nificant.

Comparison Cohen’s d

Distilled vs One-step -0.39
Distilled vs Structured 0.25
One-step vs Structured 0.66

Table 10: Cohen’s d overall effect sizes between sum-
marization strategies, indicating the magnitude of per-
formance differences.

tion effects between method and metric. Post hoc 686

Tukey HSD tests (Table 9) identified specific pair- 687

wise differences, and Cohen’s d quantified effect 688

sizes (Table 10) to indicate the magnitude of the 689

differences. 690

A.10 Clinical validation 691

Doctors (n = 2) were recruited voluntarily. Table 11 692

shows their preferences between different summary 693

methods for 18 admission notes. Values represent 694

the number of times each method was preferred. 695

P-values were calculated using two-sided binomial 696

tests with Bonferroni correction. 697
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Comparison Metric Preference Count p-value Significant

OS Struct Dist

OS vs. Struct
Relevance 8 4 – 0.388 No
Fabrication 5 7 – 0.774 No
Actionability 7 5 – 0.774 No

OS vs. Distill
Relevance 9 – 3 0.146 No
Fabrication 6 – 6 1.000 No
Actionability 9 – 3 0.146 No

Struct vs. Dist Fabrication – 5 7 0.774 No

Table 11: Clinician preferences between summaries. No
significant differences were found across comparisons
(p > 0.05). OS: One-step, Struct: Structured, Dist: Dis-
tilled.
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A.11 Clinical summary evaluation form guidelines698

Purpose: This study aims to evaluate the quality of admission note summaries generated with large language models (LLMs)699
using different approaches. As a clinical expert, your assessment will help determine which approach produces the best700
summaries across three metrics.701

702
Task: We kindly request your assessment of 18 cases. For each case, you will be presented with:703
1. An original admission note704
2. Two different summaries (labeled A and B)705
Your task is to compare the two summaries and indicate which one you prefer based on the metrics.706

707
Evaluation Criteria:708
- Clinical relevance: Which summary better captures and preserves the medically important information from the original709
note, maintaining appropriate focus on key clinical findings?710
- Factual fabrication: Which summary contains fewer factual errors, made-up information, or hallucinations compared711
to the source note? Consider whether all statements are directly supported by the original note.712
- Clinical actionability: Which summary would be more useful for clinical decision-making, providing clearer information713
for next steps, treatment planning, or handoffs at admission time?714

715
Important Notes:716
- The summaries are presented in random order and are unlabeled as to their source.717
- There are no "right" answers - we are interested in your professional clinical judgment.718
- Both summaries may have strengths and weaknesses - please select the one you consider superior.719
- Try your best to choose either A or B. However, if you find the two summaries to be equal in quality based on a specific720
metric, mention the "tie" in the comment section.721
- Please complete all 18 cases.722

12



A.12 LLM-as-judge prompt template: Relevance 723

You are an expert in evaluating medical summaries. Your task is to assign a score for the following admission note 724
summary based on the admission note, using the specified evaluation criteria. 725

726
IMPORTANT INSTRUCTIONS: 727
- This is specifically evaluating an ADMISSION NOTE SUMMARY - a concise summary of a patient's initial hospital 728
admission record. 729
- Provide ONLY a single decimal number as your response, with NO explanation or additional text. 730
- The score MUST include a decimal point (e.g., 4.3, 3.7, 2.2). Do not use whole numbers. 731
- DO NOT add extra words or explanations after the score. 732

733
# INPUT (Original Admission Note) 734
<inputs> 735
[ADMISSION NOTE] 736
</inputs> 737

738
# OUTPUT (Admission Note Summary to be evaluated) 739
<output> 740
[SUMMARY TO BE EVALUATED] 741
</output> 742

743
# EVALUATION CRITERIA FOR ADMISSION NOTE SUMMARY 744
<evaluation_criteria> 745
Clinical Relevance (1.0-5.0): Measures how completely and accurately the admission note summary captures key 746
medical facts from the original admission note. This evaluation is specifically for an admission note summary, which747
should capture the essential information documented during a patient's initial hospital admission. 748
</evaluation_criteria> 749

750
EVALUATION GUIDELINES FOR ADMISSION NOTE SUMMARIES: 751
- Focus on whether all CLINICALLY IMPORTANT information from the note is included 752
- Consider whether the information is appropriately prioritized based on clinical significance 753
- Assess if the summary captures the essential patient history, chief complaint, presentation, initial findings, and754
preliminary diagnoses 755
- Look for appropriate inclusion of vital signs, lab values, and test results documented at admission that influence care756
- Consider whether medication information and allergies with clinical impact are included 757
- Do NOT overly penalize for omitting minor details that don't affect initial clinical care decisions 758

759
# SCORING RUBRIC 760
<scoring_rubric> 761
5.0: Perfect clinical relevance - captures all critical information with perfect prioritization 762
4.0-4.9: Very good clinical relevance - captures most critical information with good prioritization 763
3.0-3.9: Adequate clinical relevance - captures basic information with acceptable prioritization 764
2.0-2.9: Poor clinical relevance - misses important elements or prioritizes less relevant information 765
1.0-1.9: Very poor clinical relevance - misses most critical information 766
</scoring_rubric> 767

768
# CALIBRATED EXAMPLES OF ADMISSION NOTE SUMMARIES 769

770
## EXAMPLE 1: Score 5.0 (High Quality) 771
/synthetic_admission_note> 772
Example 1 (high) 773
</synthetic_admission_note> 774

775
<admission_note_summary> 776
Example 1 (high) 777
</admission_note_summary> 778

779
<rationale> 780
Example 1 (high) 781
</rationale> 782

783
## EXAMPLE 2: Score 3.5 (Medium Quality) 784
/synthetic_admission_note> 785
Example 2 (medium) 786
</synthetic_admission_note> 787

788
<admission_note_summary> 789
Example 2 (medium) 790
</admission_note_summary> 791

792
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<rationale>793
Example 2 (medium)794
</rationale>795

796
## EXAMPLE 3: Score 1.4 (Low Quality)797
/synthetic_admission_note>798
Example 3 (low)799
</synthetic_admission_note>800

801
<admission_note_summary>802
Example 3 (low)803
</admission_note_summary>804

805
<rationale>806
Example 3 (low)807
</rationale>808

809
# YOUR TURN - PROVIDE ONLY A SINGLE DECIMAL SCORE BELOW FOR THIS ADMISSION NOTE SUMMARY810

811
Clinical Relevance:812
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A.13 LLM-as-judge prompt template: Factual Fabrication 813

You are an expert in evaluating medical summaries. Your task is to assign a score for the following admission note 814
summary based on the admission note, using the specified evaluation criteria. 815

816
IMPORTANT INSTRUCTIONS: 817
- This is specifically evaluating an ADMISSION NOTE SUMMARY - a concise summary of a patient's initial hospital admission818
record. 819
- Provide ONLY a single decimal number as your response, with NO explanation or additional text. 820
- The score MUST include a decimal point (e.g., 4.3, 3.7, 2.2). Do not use whole numbers. 821
- DO NOT add extra words or explanations after the score. 822

823
# INPUT (Original Admission Note) 824
<inputs> 825
[ADMISSION NOTE] 826
</inputs> 827

828
# OUTPUT (Admission Note Summary to be evaluated) 829
<output> 830
[SUMMARY TO BE EVALUATED] 831
</output> 832

833
# EVALUATION CRITERIA FOR ADMISSION NOTE SUMMARY 834
<evaluation_criteria> 835
Factual Fabrication (1.0-5.0): Measures ONLY whether the note summary introduces facts that are completely fabricated836
or invented and cannot be traced to or reasonably inferred from the original admission note. This evaluation is 837
specifically for an admission note summary, which should capture the essential information documented during a 838
patient's initial hospital admission. 839
</evaluation_criteria> 840

841
EVALUATION GUIDELINES FOR ADMISSION NOTE SUMMARIES: 842
- Focus ONLY on identifying information that is purely invented with no basis in the note 843
- Do NOT penalize for: 844

* Reasonable clinical interpretations or conclusions based on information in the note 845
* Organization or categorization of information present in the note 846
* General demographic descriptions 847
* Implied severity or acuity that matches clinical findings documented in the note 848
* Standard medical terminology used to describe conditions mentioned in the note 849

- DO penalize for: 850
* Adding medical conditions not mentioned in the note 851
* Inventing specific test results, vital signs, or measurements not in the note 852
* Creating patient history elements with no basis in the note 853
* Stating specific treatments were given when not mentioned in the note 854
* Making definitive statements about prognosis or outcomes not supported by the note 855

856
# SCORING RUBRIC 857
<scoring_rubric> 858
5.0: No fabrication - every statement is directly supported by or can be reasonably inferred from the note. 859
4.0-4.9: Minimal fabrication - contains only 1-2 minor details that might be slight overextensions but 860
do not contradict the note. 861
3.0-3.9: Some fabrication - contains a few statements that have no basis in the note but do not significantly alter 862
the clinical picture. 863
2.0-2.9: Substantial fabrication - contains multiple statements that are entirely invented with no support in the note.864
1.0-1.9: Pervasive fabrication - contains critical invented information that fundamentally misrepresents the 865
patient's condition as documented in the note. 866
</scoring_rubric> 867

868
# CALIBRATED EXAMPLES OF ADMISSION NOTE SUMMARIES 869

870
## EXAMPLE 1: Score 5.0 (High Quality) 871
/synthetic_admission_note> 872
Example 1 (high) 873
</synthetic_admission_note> 874

875
<admission_note_summary> 876
Example 1 (high) 877
</admission_note_summary> 878

879
<rationale> 880
Example 1 (high) 881
</rationale> 882
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883
## EXAMPLE 2: Score 3.8 (Medium Quality)884
/synthetic_admission_note>885
Example 2 (medium)886
</synthetic_admission_note>887

888
<admission_note_summary>889
Example 2 (medium)890
</admission_note_summary>891

892
<rationale>893
Example 2 (medium)894
</rationale>895

896
## EXAMPLE 3: Score 1.2 (Low Quality)897
/synthetic_admission_note>898
Example 3 (low)899
</synthetic_admission_note>900

901
<admission_note_summary>902
Example 3 (low)903
</admission_note_summary>904

905
<rationale>906
Example 3 (low)907
</rationale>908

909
# YOUR TURN - PROVIDE ONLY A SINGLE DECIMAL SCORE BELOW FOR THIS ADMISSION NOTE SUMMARY910

911
Factual Fabrication:912
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A.14 LLM-as-judge prompt template: Clinical Actionability 913

You are an expert in evaluating medical summaries. Your task is to assign a score for the following admission note 914
summary based on the admission note, using the specified evaluation criteria. 915

916
IMPORTANT INSTRUCTIONS: 917
- This is specifically evaluating an ADMISSION NOTE SUMMARY - a concise summary of a patient's initial hospital 918
admission record. 919
- Provide ONLY a single decimal number as your response, with NO explanation or additional text. 920
- The score MUST include a decimal point (e.g., 4.3, 3.7, 2.2). Do not use whole numbers. 921
- DO NOT add extra words or explanations after the score. 922

923
# INPUT (Original Admission Note) 924
<inputs> 925
[ADMISSION NOTE] 926
</inputs> 927

928
# OUTPUT (Admission Note Summary to be evaluated) 929
<output> 930
[SUMMARY TO BE EVALUATED] 931
</output> 932

933
# EVALUATION CRITERIA FOR ADMISSION NOTE SUMMARY 934
<evaluation_criteria> 935
Clinical Actionability (1.0-5.0): Measures how clearly, concisely, and effectively the admission note summary 936
presents urgent or decision-critical information to support clinical decision-making at the time of hospital admission.937
This evaluation is specifically for an admission note summary, which should capture the essential information documented938
during a patient's initial hospital admission. 939
</evaluation_criteria> 940

941
EVALUATION GUIDELINES FOR ADMISSION NOTE SUMMARIES: 942
- Focus on how well the summary facilitates immediate clinical decisions at the time of admission 943
- Consider if critical information from the note is highlighted prominently 944
- Assess whether the organization helps prioritize initial clinical concerns 945
- Look for clear presentation of abnormal findings 946
- Consider if medication information, allergies, and contraindications are presented 947
- Evaluate whether the format supports rapid understanding of the patient's status 948
- Consider if next steps or needed interventions are clearly implied by the information presented 949

950
# SCORING RUBRIC 951
<scoring_rubric> 952
5.0: Perfect clinical actionability - optimally presents all decision-critical information 953
4.0-4.9: Very good clinical actionability - presents most decision-critical information with good organization 954
3.0-3.9: Adequate clinical actionability - presents important information but with suboptimal organization 955
2.0-2.9: Poor clinical actionability - presents some information but with poor prioritization 956
1.0-1.9: Very poor clinical actionability - insufficient information for clinical decision-making 957
</scoring_rubric> 958

959
# CALIBRATED EXAMPLES OF ADMISSION NOTE SUMMARIES 960

961
## EXAMPLE 1: Score 5.0 (High Quality) 962
/synthetic_admission_note> 963
Example 1 (high) 964
</synthetic_admission_note> 965

966
<admission_note_summary> 967
Example 1 (high) 968
</admission_note_summary> 969

970
<rationale> 971
Example 1 (high) 972
</rationale> 973

974
## EXAMPLE 2: Score 3.4 (Medium Quality) 975
/synthetic_admission_note> 976
Example 2 (medium) 977
</synthetic_admission_note> 978

979
<admission_note_summary> 980
Example 2 (medium) 981
</admission_note_summary> 982
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983
<rationale>984
Example 2 (medium)985
</rationale>986

987
## EXAMPLE 3: Score 1.3 (Low Quality)988
/synthetic_admission_note>989
Example 3 (low)990
</synthetic_admission_note>991

992
<admission_note_summary>993
Example 3 (low)994
</admission_note_summary>995

996
<rationale>997
Example 3 (low)998
</rationale>999

1000
# YOUR TURN - PROVIDE ONLY A SINGLE DECIMAL SCORE BELOW FOR THIS ADMISSION NOTE SUMMARY1001

1002
Clinical Actionability:1003

1004
1005

18


