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A PROOFS FOR THEORETICAL RESULTS

The Kullback-Leibler (KL) divergence Cover and Thomas [1991] between discrete probability distributions Q1 and Q2 with
supports Q1 and Q2, respectively, is

KL
(
Q1∥Q2

)
=
∑
q∈Q1

Q1(q) log

(
Q1(q)

Q2(q)

)
.

Notations We first define some notations that will be used for the proofs. Let St be a random variable denoting the joint state
of the agents at time t under the joint policy with no privatization, At be a random variable denoting the joint action of the
agents at time t, Si

t be a random variable denoting the state of agent i at time t, Ai
t be a random variable denoting the action

of Agent i at time t. S−i
t be a random variable denoting the state of agent i’s teammate exclude agent i itself at time t, and

A−i
t be a random variable denoting the action of agent i’s teammate exclude agent i itself at time t. The total correlation Cπ

of a joint policy π is

Cπ =

N∑
i=1

H(Si
0A

i
0 . . . S

i
η)−H(S0A0 . . .Sη)

where η denotes the random hitting time to ST ∪ SD, i.e., the effective end of the trajectory in terms of the reach-avoid
specification Karabag et al. [2022].

Let W denote all trajectory fragments that end at a state in ST ∪SD, i.e., W = {v = s0a0 . . . sT |sT ∈ ST ∪SD and ∀t <
T, st ̸∈ ST ∪SD}, and W ′ denote all trajectories that never reach ST ∪SD, i.e., W ′ = {w = v = s0a0 . . . |∀t ≥ 0, st ̸∈
ST ∪ SD}. Note that every trajectory either starts with a trajectory fragment from W or is in W ′. Also, let R ⊆ W ∪W ′

denote all trajectory fragments that end at a state in ST , i.e., R = {v = s0a0 . . . sT |sT ∈ ST and ∀t < T, st ̸∈ ST ∪SA}.

Let Γtr be the distribution of joint trajectories induced by the joint policy executed with truthful communications (i.e., no
privacy). Also, let Γpr be the distribution of joint trajectories with privacy enforced. Let vtr be the probability of success
under truthful communications and vpr be the probability of success under private communications.

We use µtr to denote the probability measure over the actual (finite or infinite) state-action process under the joint policy
with truthful communications. µpr denotes the probability measure over the actual (finite or infinite) state-action process
under joint policy with private communications. With abuse of notation, we also use µϵ to denote the conditional probability
measure over private state trajectories given the actual state trajectory.

Let v = s0a0s1a1 . . . sT ∈ (S ×A)T be a joint trajectory fragment and ṽ = s̃0s̃1 . . . s̃T ∈ ST be a private joint state
trajectory fragment. We use ŝjt = {s̃0t , . . . , s̃

j−1
t , sjt , s̃

j+1
t , . . . , s̃Nt } to denote agent j’s copy of private joint state.

*Indicates equal contribution.
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The Kleene star applied to a set V of symbols is the set V ∗ = ∪i≥0V
i of all finite-length words where V 0 = {Λ} and Λ is

the empty string. The set of all infinite-length words is denoted by V ω .

We introduce the following lemma, to be used in the proof of other theoretical results.

Lemma 1.

Ev∼µtr [logµϵ(z̃ = v|v)] ≥ −N log
(
(ρmax − 1) exp(− ϵ

k
) + 1

)
ltr

where ρ(sit−1) is the out degree of sit−1 and ρmax = maxs∈∪N
i=1Si ρ(s).

Proof of Lemma 1. Due to the Markovianity of the online privacy mechanism (Algorithm 1), independence between the
agents, and the acyclic property of the policy graph G, we have

µϵ(z̃ = v|v = s0 . . . sT ) =

T−1∏
t=0

N∏
i=1

µϵ(s̃
i
t = sit|sit, s̃it−1)

We note that if z̃ = v, then for all t ≥ 0 and j ∈ [N ], we have ŝjt = st, i.e., the copy of the private state for every agent
always matches the actual joint state. Hence,

µϵ(z̃ = v|v = s0 . . . sT ) =

T−1∏
t=0

N∏
i=1

µϵ(s̃
i
t = sit|sit, s̃it−1 = sit−1)

From [Chen et al., 2023, Theorem 7], we have

µϵ(s̃
i
t = sit|sit, s̃it−1 = sit−1) =

1(
ρ(sit−1)− 1

)
exp(− ϵ

k ) + 1
,

where ρ(sit−1) is the out degree of sit−1. Let ρmax = maxs∈∪N
i=1Si ρ(s) which gives

µϵ(s̃
i
t = sit|sit, s̃it−1 = sit−1) ≥

1

(ρmax − 1) exp(− ϵ
k ) + 1

.

Using this, we get

logµϵ(z̃ = v|v = s0 . . . sT ) = log

(
T−1∏
t=0

N∏
i=1

µϵ(s
i
t|sit, s̃it−1 = sit−1)

)

=

T−1∑
t=0

N∑
i=1

logµϵ(s
i
t|sit, s̃it−1 = sit−1)

≥
T−1∑
t=0

N∑
i=1

log
1

(ρmax − 1) exp(− ϵ
k ) + 1

=

T−1∑
t=0

−N log
(
(ρmax − 1) exp(− ϵ

k
) + 1

)
.



Consequently,

Ev∼µtr [logµϵ(z̃ = v|v)] =
∑
v∈W

µtr(v) log

(
T−1∏
t=0

N∏
i=1

µϵ(s
i
t|sit, sit−1)

)

≥
∑
v∈W

−µtr(v)

T−1∑
t=0

N log
(
(ρmax − 1) exp(− ϵ

k
) + 1

)
= E

[
τ−1∑
t=0

−N log
(
(ρmax − 1) exp(− ϵ

k
) + 1

)
|µtr

]

= −N log
(
(ρmax − 1) exp(− ϵ

k
) + 1

)
E

[
τ−1∑
t=0

1|µtr

]
= −N log

(
(ρmax − 1) exp(− ϵ

k
) + 1

)
ltr.

Proof of Theorem 1. For any agent i, let v = (v1, v2, . . . , vn) ∈ Dπ,T and w = (w1, w2, . . . , wn) ∈ Dπ,T be two adjacent
joint trajectories and by Definition 1 we have d(vi, wi) ≤ k and vj = wj for all j ̸= i. Let z̃i denote a private output of
the online mechanism M for agent i. We will show that the probability that the online mechanism generates z̃i satisfies
Definition 2.

Let {p1, p2, . . . , pm} be the agents that have directed paths to node i in the directed policy dependency graph G. We note
that

Pr(M(v) = z̃i) = Pr(M(v) = z̃i|vi, vp1 , . . . , vpm),

since the private path z̃i of agent i is conditionally independent from vj for all j ∈ [N ]\{p1, p2, . . . , pm}. This independence
occurs because 1) the policy dependency graph is acyclic, and z̃i is generated from a distribution that does not depend
on z̃j for all j ∈ [N ]\{p1, p2, . . . , pm}, and 2) the online mechanism of agent i depends on its own private and true state
trajectories. Next, we note that

Pr(M(v) = z̃i|vi, vp1 , . . . , vpm) =
Pr(M(v) = z̃i, vi, vp1 , . . . , vpm)

Pr(vi, vp1 , . . . , vpm)

=
Pr(vp1 , . . . , vpm |M(v) = z̃i, vi) Pr(M(v) = z̃i, vi)

Pr(vp1 , . . . , vpm |vi) Pr(vi)

=
Pr(vp1 , . . . , vpm) Pr(M(v) = z̃i, vi)

Pr(vp1 , . . . , vpm) Pr(vi)

= Pr(M(v) = z̃i|vi)

=

T∏
t=1

µi
ϵ(s̃

i
t | sit, s̃it−1),

since the probability of vp, ∀p ∈ {p1, p2, . . . , pm}, does not depend on agent i’s private and true local state trajectories and
the online mechanism is Markovian.

Similarly, for wi = yi1y
i
2 . . . y

i
T ,

Pr(M(w) = z̃i|wi, wp1 , . . . , wpm) = Pr(M(w) = z̃i|wi) =

T∏
t=1

µi
ϵ(s̃

i
t | yit, s̃it−1)

Consequently,
Pr(M(v) = z̃i)

Pr(M(w) = z̃i)
=

Pr(M(v) = z̃i|vi)
Pr(M(w) = z̃i|wi)

=

∏T
t=1 µ

i
ϵ(s̃

i
t | sit, s̃it−1)∏T

t=1 µ
i
ϵ(s̃

i
t | yit, s̃it−1)



The rest of the proof immediately follows from the proof of Theorem 7 from [Chen et al., 2023].

Proof of Theorem 2. Due to the causality property of the online mechanism (Algorithm 1) and the joint policy execution
(Algorithm 2), we have

µpr(v) =
∑

z̃∈ST

µpr(v, z̃)

=
∑

z̃∈ST

T−1∏
t=0

Pr(atst+1, s̃t|at−1st . . .a0s1, s̃t−1 . . . s̃0),

where,

Pr(atst+1, s̃t|at−1st . . .a0s1, s̃t−1 . . . s̃0) = Pr(atst+1, s̃t|st, s̃t−1) (4)

=

N∏
i=1

Pr(aits
i
t+1, s̃t|st, s̃t−1) (5)

=

N∏
i=1

Pr(aits
i
t+1|st, s̃t, s̃t−1) Pr(s̃t|st, s̃t−1)

=

N∏
i=1

Pr(aits
i
t+1|st, s̃t, s̃t−1)

(
N∏

k=1

µϵ(s̃
k
t |skt , s̃kt−1)

)
(6)

=

N∏
i=1

Pr(aits
i
t+1|ŝit)

(
N∏

k=1

µϵ(s̃
k
t |skt , s̃kt−1)

)
(7)

=

N∏
i=1

T (sit, a
i
t, s

i
t+1)π

i(ŝit, a
i
t)

(
N∏

k=1

µϵ(s̃
k
t |skt , s̃kt−1)

)
.

Equation (4) is because of the Markovian property. Equation (5) is because the each agent are choosing its next action and
state independently. Equation (6) is due to each state is generating its private state independently. Equation (7) is because for
each agent i, its true next state s̃it+1 is independent of other states’ true states and the private state itself.

Therefore,

µpr(v) =
∑

z̃∈ST

T−1∏
t=0

N∏
i=1

T (sit, a
i
t, s

i
t+1)π

i(ŝit, a
i
t)

(
N∏
i=1

µϵ(s̃
i
t|sit, s̃it−1)

)

≥
T−1∏
t=0

N∏
i=1

T (sit, a
i
t, s

i
t+1)π

i(ŝit, a
i
t)

(
N∏
i=1

µϵ(s̃
i
t|sit, s̃it−1)

)
,∀z̃ ∈ ST , (8)

where Equation (8) is because the probability of all possible private state trajectories has to be greater than any single private
state trajectory. We only consider the case when s̃t = st, which means the private online mechanism will make the correct
decision at every time t. Therefore,

µpr(v) ≥
T−1∏
t=0

N∏
i=1

T (sit, a
i
t, s

i
t+1)π

i(st, a
i
t)

(
N∏
i=1

µϵ(s
i
t|sit, sit−1)

)

= µtr(v)

(
N∏
i=1

µϵ(s
i
t|sit, sit−1)

)



Now we look at the following KL divergence:

KL(Γtr||Γpr) =
∑

v∈W∪W ′

µtr(v) log

(
µtr(v)

µpr(v)

)
=
∑
v∈W

µtr(v) log

(
µtr(v)

µpr(v)

)
(9)

≤
∑
v∈W

µtr(v) log

 µtr(v)

µtr(v)
(∏∞

t=0

∏N
i=1 µϵ(sit|sit, sit−1)

)


=
∑
v∈W

µtr(v) log(µtr(v))−
∑
v∈W

µtr(v) log(µtr(v))

−
∑
v∈W

µtr(v) log

( ∞∏
t=0

N∏
i=1

µϵ(s
i
t|sit, sit−1)

)

= H(S0A0 . . .Sη)−H(S0A0 . . .Sη)−
∑
v∈W

µtr(v) log

(
T−1∏
t=0

N∏
i=1

µϵ(s
i
t|sit, sit−1)

)

≤
N∑
i=1

H(Si
0A

i
0 . . . S

i
η)−H(S0A0 . . .Sη)−

∑
v∈W

µtr(v) log

(
T−1∏
t=0

N∏
i=1

µϵ(s
i
t|sit, sit−1)

)
(10)

= Cπ −
∑
v∈W

µtr(v) log

(
T−1∏
t=0

N∏
i=1

µϵ(s
i
t|sit, sit−1)

)
(11)

= Cπ − Ev∼µtr [µϵ(z̃ = v|v)]

where (9) is due to
∑

v∈W ′ µtr(v) = 0, (10) is due to the subadditivity of entropy, and (11) is due to the definition of Cπ .

Using Lemma 1 in (11) gives

KL(Γtr||Γpr) ≤ Cπ +N log
(
(ρmax − 1) exp(− ϵ

ℓ
) + 1

)
ltr. (12)

Finally, we show that vpr ≥ vtr − 1 + exp(−Cπ)
(
(ρmax − 1) exp

(
− ϵ

ℓ

)
+ 1
)Nltr

/2. Let R′ ⊆ W ∪W ′ be an arbitrary
set.

vtr − vpr =
∑
v∈R

µtr(v)− µpr(v)

≤

∣∣∣∣∣∑
v∈R

µtr(v)− µpr(v)

∣∣∣∣∣
≤ sup

R′

∣∣∣∣∣∑
v∈R′

µtr(v)− µpr(v)

∣∣∣∣∣
≤
√

1− exp(−KL(Γtr||Γpr)) (13a)

where (13a) is due to Bretagnolle-Huber inequality Bretagnolle and Huber [1979]. Rearranging the terms of (13a) and using
(12) yields to the desired result.

We note that apart from Theorem 2, we can derive a tighter lower bound on vpr.

Theorem 3. Given ϵ > 0, for N agents, we have

vpr ≥ vtr − 1 +
(
(ρmax − 1) exp(− ϵ

k
) + 1

)Nltr

. (14)



Proof of Theorem 3. As shown in the proof of Theorem 2, we have

vpr =
∑

v=s0a0s1a1...sT∈W

µpr(v)1(v ∈ R)

≥
∑

v=s0a0s1a1...sT∈W

µtr(v)1(v ∈ R)

(
T−1∏
t=0

N∏
k=1

µϵ(s
k
t |skt , skt−1)

)
= Pr(v ∈ R ∧ z̃ = v|v ∼ µtr, z̃ ∼ µϵ(·|v)).

By the union bound, we have

vpr ≥ Pr(v ∈ R|v ∼ µtr) + Ev∼µtr [µϵ(z̃ = v|v)]− 1

= vtr + Ev∼µtr [µϵ(z̃ = v|v)]− 1

Then with
Ev∼µtr [µϵ(z̃ = v|v)] =

∑
v∈W

µtr(v)µϵ(z̃ = v|v)

and Jensen’s inequality, we have

Ev∼µtr [µϵ(z̃ = v|v)] = exp

(
log

∑
v∈W

µtr(v)µϵ(z̃ = v|v)

)

≥ exp

(∑
v∈W

µtr(v) logµϵ(z̃ = v|v)

)
= exp (Ev∼µtr [logµϵ(z̃ = v|v)]) .

Using Lemma 1, we get

vpr ≥ vtr − 1 + exp (Ev∼µtr [logµϵ(z̃ = v|v)])

≥ vtr − 1 +
(
(ρmax − 1) exp(− ϵ

k
) + 1

)Nltr

,

which completes the proof.

Compared to (2), (14) does not take the total correlation Cπ into account and only focuses on the success probability
when the private state trajectories are the same with the original state trajectories. As a result, a joint policy π = {πi}Ni=1

synthesized by minimizing the lower bound in (14) does not enjoy the robustness brought by minimizing (2). The inclusion
of total correlation in the objective function increases the team performance under private communications since the agents’
policies are less sensitive to each other’s state trajectories.
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